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Disclaimer

The information in this publication is freely available for reproduction and use by any recipient
and is believed to be accurate as of its publication date. Such information is subject to change
without notice and the Metro Ethernet Forum (MEF) is not responsible for any errors. The MEF
does not assume responsibility to update or correct any information in this publication. No rep-
resentation or warranty, expressed or implied, is made by the MEF concerning the completeness,
accuracy, or applicability of any information contained herein and no liability of any kind shall
be assumed by the MEF as aresult of reliance upon such information.

The information contained herein is intended to be used without modification by the recipient or
user of this document. The MEF is not responsible or liable for any modifications to this docu-
ment made by any other party.

The receipt or any use of this document or its contents does not in any way create, by implication
or otherwise:

(@) any express or implied license or right to or under any patent, copyright, trademark or
trade secret rights held or claimed by any MEF member company which are or may be
associated with the ideas, techniques, concepts or expressions contained herein; nor

(b) any warranty or representation that any MEF member companies will announce any
product(s) and/or service(s) related thereto, or if such announcements are made, that
such announced product(s) and/or service(s) embody any or all of the ideas, technol o-
gies, or concepts contained herein; nor

(c) any form of relationship between any MEF member companies and the recipient or
user of this document.

Implementation or use of specific Metro Ethernet standards or recommendations and M EF speci-
fications will be voluntary, and no company shall be obliged to implement them by virtue of par-
ticipation in the Metro Ethernet Forum. The MEF is a non-profit international organization ac-
celerating industry cooperation on Metro Ethernet technology. The MEF does not, expressly or
otherwise, endorse or promote any specific products or services.

© The Metro Ethernet Forum 2012. All Rights Reserved.
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1. Abstract

This document specifies an Implementation Agreement (1A) for Service Operations, Administra-
tion, and Maintenance (SOAM) that satisfies and extends the Performance Monitoring (PM)
framework and requirements described in MEF 17 [16].

Existing PM functions are defined by ITU-T Y.1731 [1], ITU-T G.8021 [4] and ITU-T G.8021
Amendment 1 [5]. This document details how to use these functions in order to achieve the re-
guirements of MEF SOAM PM.

2. Terminology

Term Definition Reference

1DM One-way Delay Measurement Message. ITU-T Y.1731[1]

Availability A measure of the percentage of timethat aservice | MEF 10.2.1 [13]
is useable.

Availability Indicator | A binary indication of whether aninterval At is MEF 10.2.1 [13]
available or not.

Availability flr The Availability fIr (in contrast with FLR) isthe MEF 10.2.1 [13]
ratio of lost frames over asmall interval of timeAt
(e.g. 1 sec).

Availability Window | A period of n consecutive intervals of At, used to
determine whether the Availability state has been
entered or exited.

Backward OAM information sent from the Responder MEP
to the Controller MEP. For LM it indicates the
frame counts/loss from the Responder MEP to the
Controller MEP. For DM isindicates the delay and
delay variation from the Responder MEP to the
Controller MEP.

CHLI Consecutive High Loss Interval MEF 10.2.1 [13]

Controller MEP The Controller MEP initiates SOAM PM PDUs,
and in asingle-ended session receives responses
from the Responder MEP.

CoS Class of Service MEF 23.1 [19]
CoSI1D Class of Service Identifier MEF 23.1 [19]
CoSID for SOAM Class of Service Identifier for SOAM PM frames.
PM frames The mechanism and/or values of the parametersin

the mechanism to be used to identify the CoS
Name (H, M, L) that applies to agiven SOAM
frame.

MEE 35 © The Metro Ethernet Forum 2012. Any reproduction of this document, or any portion thereof, shall Page 1
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CoS Frame Set Class of Service Frame Set MEF 23.1[19]
A set of Service or ENNI Framesthat have a
commitment from the Operator or Service Provid-
er subject to a particular set of performance objec-
tives.
CoSFS Class of Service Frame Set MEF 23.1[19]
CoS Name Class of Service Name MEF 23.1[19]
A designation given to one or more sets of perfor-
mance objectives and associated parameters by the
Service Provider or Operator.
CoV Coefficient of Variation
DEI Discard Eligible Indicator |EEE 802.1Q-
2011 [24]
DM Delay Measurement
DMM Delay Measurement Message ITU-T Y.1731[1]
DMR Delay Measurement Response ITU-T Y.1731[1]
Dual-Ended A type of process where a MEP sends measure-
ment information to a peer MEP that will perform
the calculations.
EEAF Ethernet ECS Adaptation Function MEF 12.1[14]
EEIF Ethernet EC Interworking Function MEF 12.1[14]
El External Interface — Either aUNI or an ENNI MEF 12.1 [14]
E-LAN An Ethernet service type that is based on aMul- MEF 6.1 [10]
tipoint-to-Multipoint EVC.
EMS Element Management System MEF 15[15]
ENNI Externa Network-to-Network Interface MEF 4 [9]
EPCF Ethernet Provider Conditioning Function MEF 12.1[14]
ESCF Ethernet Subscriber Conditioning Function MEF 12.1[14]
ETH-DM Ethernet Frame Delay M easurement Function ITU-T Y.1731[1]
(Termisonly used to reference the ITU-T defini-
tion)
ETH-LM Ethernet Frame Loss Measurement Function ITU-T Y.1731[1]
(Termisonly used to reference the ITU-T defini-
tion)
ETH-SLM Ethernet Synthetic Loss Measurement Function ITU-T Y.1731[1]

(Termisonly used to reference the ITU-T defini-
tion)

Ethernet Frame

A data packet on awire from preamble to FCS

|EEE 802-2001

[23]
EVC Ethernet Virtual Connection MEF 10.2 [12]
An association of two or more UNIsthat limits the
exchange of Service Framesto UNIsin the Ether-
net Virtual Connection.
FCS Frame Check Sequence
FD Frame Delay MEF 10.2 [12]
MEE 35 © The Metro Ethernet Forum 2012. Any reproduction of this document, or any portion thereof, shall Page 2
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FDR

Frame Delay Range

MEF 10.2 [12]

FLR

Frame Loss Ratio

MEF 10.2 [12]

Forward

OAM information sent from the Controller MEP
to the Responder MEP. For LM it indicates the
frame counts/loss from the Controller MEP to the
Responder MEP. For DM isindicates the delay
and delay variation from the Controller MEP to
the Responder MEP.

HLI

High Loss Interval

MEF 10.2.1[13]

A

Implementation Agreement

|EEE

Institute of Electrical and Electronics Engineers

|FDV

Inter-Frame Delay Variation

MEF 10.2 [12]

ITU-T

International Telecommunication Union - Tele-
communication Standardization Bureau

LAN

Loca Area Network

LM

Loss Measurement

LMM

L oss Measurement Message

ITU-T Y.1731 [1]

LMR

Loss Measurement Reply

ITU-T Y.1731 [1]

MAC

Media Access Control

MA

Maintenance Association

A set of MEPSs, each configured with the same
MAID and MD Level, established to verify the
integrity of asingle service instance. An MA can
also be thought of as afull mesh of Maintenance
Entities among a set of MEPs so configured.

Thisterm is equivalent to a Maintenance Entity
Group, or MEG, asdefined by ITU-T Y.1731[1],
which istheterm used in this |A.

|EEE 802.1Q-
2011 [24]

MAID

Maintenance Association Identifier.

An identifier for aMaintenance Association,
unigue over the OAM Domain. The MAID has
two parts: the MD Name and the Short MA Name.
These are discussed in the SOAM FM 1A.

A MAID isequivaent to aMEG ID (as defined by
ITU-T Y.1731 [1]), which isthe term used in this
IA.

|EEE 802.1Q-
2011 [24]

M aintenance I nterval

A Maintenance Interval isatime interval agreed to
by the Service Provider and Subscriber during
which the service may not perform well or at all.

MEF 10.2.1[13]
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MD

Maintenance Domain.
The network or the part of the network for which
faults in connectivity can be managed.

Thisterm is equivaent to an OAM Domain, as
defined by MEF 17 [16] and used in MEF 30 [22]
(whichistheterm used in this1A).

|EEE 802.1Q-
2011 [24]

MD Level

Maintenance Domain Level.

Aninteger in afield ina SOAM PDU with avalue
in the range (0..7) that is used, along with the VID
inthe VLAN tag, to identify to which Mainte-
nance Domain among those associated with the
SOAM PDU'sVID, and thus to which MEG, a
SOAM PDU belongs. The MD Level determines
the MPs a) that are interested in the contents of a
SOAM PDU, and b) through which the frame car-
rying that SOAM PDU is allowed to pass.

Thisterm isequivalent to MEG Level (defined in
ITU-T Y.1731 [1]), which isthe term used in this
IA.

|EEE 802.1Q-
2011 [24]

ME

Maintenance Entity. A point-to-point relationship
between two MEPs within asingle MA.

Thisterm is equivalent to a Maintenance Entity, or
ME, as defined by ITU-T Y.1731 [1].

|EEE 802.1Q-
2011 [24]

M easurement Bin

A Measurement Bin is a counter that stores the
number of delay measurements falling within a
specified range, during a Measurement Interval.

M easur ement | nter -
val

A period of time during which measurements are
taken. Measurements initiated during one Meas-
urement Interval are kept separate from measure-
ments taken during other Measurement Intervals.
It isimportant to note that thisis different from T.

M easurement I nter-

The collection of completed measurements that

val Data Set were initiated during a Measurement Interval.
MEF Metro Ethernet Forum
MEG Maintenance Entity Group ITU-T Y.1731[1]
Note that IEEE 802.1Q-2011 [24] usestheterm
Maintenance Association, while ITU-T Y.1731 [1]
uses “Maintenance Entity Group”. These two
terms are equivalent.
Thisistheterm used in thisIA.
MEE 35 © The Metro Ethernet Forum 2012. Any reproduction of this document, or any portion thereof, shall Page 4
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MEG Leve Maintenance Entity Group Level ITU-T Y.1731[1]
A small integer in afield ina SOAM PDU that is
used, along with the VID inthe VLAN tag, to
identify to which Maintenance Domain among
those associated with the SOAM PDU's VID, and
thus to which ME, a SOAM PDU belongs. The
MEG Level determinesthe MPs a) that are inter-
ested in the contents of a SOAM PDU, and b)
through which the frame carrying that SOAM
PDU is allowed to pass.
Note that IEEE uses the term “MD Level”, but
MEG Level isthe term used in thislA.
MEN Metro Ethernet Network MEF 4 [9]
MEP Maintenance association End Point (IEEE 802.1Q- | IEEE 802.1Q-
2011 [24]), or equivalently MEG End Point (ITU- | 2011 [24]
TY.1731[1] or MEF 17 [16]). ITU-T Y.1731[1]
An actively managed SOAM entity associated MEF 17 [16]
with a specific service instance that can generate
and receive SOAM PDUs and track any responses.
Itisan end point of asingle MEG, and is an end-
point of a separate Maintenance Entity for each of
the other MEPs in the same MEG.
MFD Mean Frame Delay MEF 10.2[12]
MIP Maintenance domain Intermediate Point (IEEE |EEE 802.1Q-
802.1Q-2011 [24]) or equivalently a MEG Inter- 2011 [24]
mediate Point (ITU-T Y.1731[1] or MEF 17 ITU-T Y.1731[1]
[16]). MEF 17 [16]
MP Maintenance Point |EEE 802.1Q-
One of either aMEP or aMIP. 2011 [24]
MTU Maximum Transmission Unit MEF 10.2[12]
NE Network Element MEF 15[15]
NMS Network Management System MEF 15[15]
OAM Operations, Administration, and Maintenance MEF 17 [16]
OAM Domain See MD (Maintenance Domain) MEF 30 [22]
On-Demand OAM actionsthat are initiated via manual inter- RFC 5951 [26]
vention for alimited time to carry out diagnostics.
On-Demand OAM can result in singular or period-
ic OAM actions during the diagnostic time inter-
val.
One-way A measurement performed in the forward or
backward direction. For example from MEP A to
MEP B or from MEP B to MEP A.
ovC Operator Virtual Connection MEF 26 [20]
P2P Point-to-Point
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PCP

Priority Code Point

|EEE 802.1Q-
2011 [24]

PDU

Protocol Data Unit

PM

Performance Monitoring involves the collection of
data concerning the performance of the network.

ITU-T M.3400 [7]

PM Function

A MEP capability specified for performance moni-
toring purposes (e.g., Single-Ended Delay, Single-
Ended Synthetic Loss)

PM Session

A PM Session is the application of agiven PM
Function between a given pair of MEPs and using
agiven CoS Frame Set over some (possibly indef-
inite) period of time.

PM Solution

A PM Solution is a set of related requirements that
when implemented allow a given set of perfor-
mance metrics to be measured using a given set of
PM functions.

PM Tool

A generic term used to discuss the application of a
PM Function.

PT

Performance Tier

MEF 23.1[19]

Proactive

OAM actions that are carried on continuously to
permit timely reporting of fault and/or perfor-
mance status.

RFC 5951 [26]

Responder MEP

In a single-ended session, the Responder MEP re-
ceives SOAM PM PDUs, from the Controller
MEP, and transmits a response to the Controller
MEP.

RFC

Request For Comment

S

A non-empty subset of ordered UNI pairs within a
MEG

MEF 10.2.1[13]

Service Frame

An Ethernet frame transmitted across the UNI to-
ward the Service Provider or an Ethernet frame
transmitted across the UNI toward the Subscriber.

MEF 10.2 [12]

Single-Ended A type of process where a MEP sends a measure-

ment request and the peer MEP replies with the

requested information so the originating MEP can

calculate the measurement.
Sink MEP In a dual-ended session, the Sink MEP receives

SOAM PM PDUs, from the Controller MEP and

performs the performance cal cul ations.
SLM Synthetic L oss Message ITU-T Y.1731[1]
SLR Synthetic Loss Reply ITU-T Y.1731[1]
SLS Service Level Specification MEF 10.2 [12]
SOAM Service Operations, Administration, and Mainte- MEF 17 [16]

nance

SOAM PM CoS D

See CoS ID for SOAM PM frames

MEF 35
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SOAM PM Imple-
mentation

Capabilities of an NE that are required to support
SOAM Performance Monitoring.

SOAM PDU

Service OAM Protocol Data Unit.

Specificaly, those PDUs defined in IEEE 802.1Q-
2011 [24], ITU-T Y.1731[1], or MEF specifica-
tions.

In ITU-T documents the equivalent term OAM
PDU is used.

SOAM PM PDU

Service OAM Protocol Data Unit specifically for
Performance M easurement.

Examples are LMM/LMR, DMM/DMR/1DM,
SLM/SLR.

Synthetic Frame

An Ethernet frame created to emulate service traf-
fic, carry additional information necessary to sup-
port calculating delay or loss and that is treated the
same way as a Service Frame.

Synthetic Traffic

SOAM traffic that emulates service traffic in order
to measure the performance experience.

Delay measurements must use synthetic traffic,
because user traffic does not contain standardized
timestamp fields. Other measurements, such as
Frame Loss, may aso use synthetic frames for cer-
tain advantages (e.g., ability to measurelossin
multipoint services).

Time Interval for SLS Metrics. Thetime over
which a Performance Metric is defined. Itisim-
portant to note that thisis different from Meas-
urement Interval. T isat least aslarge asthe
Measurement Interval, and generally consists of
multiple Measurement Intervals.

Also note that T can have different values for dif-
ferent performance metrics.

MEF 10.2 [12]

ToD

Time-of-day

Traffic Conditioning

A process that classifies the traffic units according
to configured rules and ensures traffic is conform-
ant before forwarding the traffic.

ITU-T G.8010 [3]

Two-way A measurement of the performance of frames that
flow from the Controller MEP to Responder MEP
and back again.
UTC Coordinated Universal Time SO 8601 [25]
UNI User-to-Network Interface MEF 10.2 [12]
VID Virtual Local Area Network Identifier |EEE 802.1Q-
2011 [24]
VLAN Virtual Local Area Network |EEE 802.1Q-
2011 [24]
Table 1 - Terminology and Definitions
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3. Scope

The scope of this document is to define an Implementation Agreement (IA) for MEF Service
Operations, Administration, and Maintenance (SOAM) Performance Monitoring (PM). These
requirements are primarily driven by, but not limited to, MEF 17 [16]. The goa of thisIA isto
define specific performance measurement procedures and specify solutions for collecting the in-
formation needed to compute the performance metrics defined by MEF 10.2 [12] as enhanced by
MEF 10.2.1 [13] (and in section 8 and section 9 of Y.1563 [2] as well), that may be included in
Service Level Specifications (SLSs) over atypical SLSinterval. The solutions use the PM func-
tions defined by ITU-T Y.1731 [1], ITU-T G.8021 [4] and ITU-T G.8021 Amendment 1 [5].
When and if necessary, this document may include enhancements to the protocols and/or proce-
dures of existing PM functionsin order to satisfy MEF SOAM PM requirements.

4. Compliance Levels

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [8]. All key words MUST be in upper
case, bold text.

5. Introduction

Among other things, SOAM provides the protocols, mechanisms, and procedures for monitoring
the performance of an Ethernet Virtual Connection (EVC) or an Operator Virtual Connection
(OVC) across a defined Maintenance Domain (MD). Theterm used in MEF 17 [16] (and in this
document) for an MD is OAM Domain.

While PM measurements can be used for troubleshooting, this document does not attempt to
provide a comprehensive treatment of troubleshooting.

5.1 OAM Domains

SOAM dlows a network to be partitioned into a set of hierarchica OAM Domains (see MEF 30
[22] Section 7), where an OAM Domain is a contiguous (sub)-network, and may be further parti-
tioned into additional (sub)-domains.

The OAM Domains relevant to this document, and to which the requirements in sections 9-12
apply are:

EVC (The span of provided service to a subscriber from UNI to UNI)

Service Provider (The span of the service viewed by the Service Provider)
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Operator (The span of a portion of the service monitored by a Network Operator)

ENNI (The span of a portion of a service monitored between Network Operators at the
ENNI)

However, the following OAM Domains are not precluded (they are alowed but are out of scope
for thislA):

Subscriber (The span of the provided service from subscriber equipment to subscriber
equipment)

UNI (The span of a portion of the service monitored between the UNI-C and UNI-N)

The following domain is not supported for performance monitoring (and is out of scope for this
lA):

Test (used by service providers to test the connectivity to UNI-C, see MEF 20 [17] Ap-
pendix A)

5.2 Maintenance Entities

The following figure illustrates the OAM Domains and Maintenance Entities (MEs) defined by
the MEF. Thefigureillustrates pairs of MEPs (thus MES) that are communicating across various
OAM Domains, and also illustrates the hierarchical relationship between these OAM Domains.
MEF 30 [22] identifies the default M Es and the Maintenance Entity Group (MEG) levels.

I et e o e e e S e e e e e e e e e e i ey

Service Provider Operator B NEs

M wm

—‘.L B E 1 3 B | '] subscriber ME] | B ] B B hi f B
¥ Test ME
EVC ME
Y
SP ME -
perato f r‘ Opermtor BIME
Gl E
UNI I'l.'E{ ‘ E-NNI ME NI ME
—r | o
V' MEP (up orientation) @ Mmp
¥ MEP (down crientation) ~— Logical path of SOAM PDUs

Figure 1 - Maintenance Entities (See MEF 30 [22])
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Note that the given MEP and MIP locations, and MEP orientations, are for example purposes
only. There are cases where the locations and orientations may differ, and where orientation is
not applicable.

In addition, the hierarchical relationship between OAM Domains is also for example purposes
only. The scope of an OAM Domain is restricted to its associated VLAN, which has implica-
tions when VLAN identifiers are stacked. Service Frames with a C-tag are stacked with a S-tag
at the ENNI. The chosen model is sharing the 8 MEG Levels of the OAM Domain space be-
tween the C-VLANSs and the S-VLANSs ensuring no conflicts will occur on MIPs at intermediate
nodes, especially at the ENNI interface. MIPs are not involved in performance monitoring so
they are not further discussed in this document.

The following figure looks more closely at one example OAM Domain and its MES. The OAM
Domain consists of { MEP1, MEP2, MEP3, MEP4}, where each unique MEP pair (i.e., {{ MEPL,
MEP2}, {MEP1, MEP3}, {MEP1, MEP4}, {MEP2, MEP3}, {MEP2, MEP4}, {MEP3,
MEP4}}) constitutesa ME.

.?-:‘:i{ /\ “t“{;i{
3 g Wa, -

" MEP, MEP:

Dromain

Figure2 - OAM Domain

5.3 Default Behavior

One of the important functions of this document is to simplify the provisioning of SOAM across
the Metro Ethernet Network (MEN). To this end, a default value for an attribute of a mainte-
nance object is defined as the recommended value to be used for that attribute when no other
value has been specified during the creation of that object. The use of default values aids in-
teroperability.

Note that the specification of default values does not relieve carriers / equipment of being capa-
ble of using a different value if one of the parties has an issue. In other words, specification of a
default value assumes that the value is settable and that other values could be used. The default
value is suggested as a value to shorten or obviate the need for negotiations in most cases, how-
ever other values should aso be available for those cases where the default may not be suitable
to one of the parties.
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6. PM Source Documents

The following sections provide a brief summary of existing MEF specifications having SOAM
requirements relating directly (or indirectly) to PM. This discussion is not intended to be com-
plete or exhaustive. For additional information, refer to the corresponding M EF specification.

6.1 MEF 7.1

MEF 7.1 [11] defines the EMS-NMS Information Model that can be used to create interoperable
management systems for a Carrier Ethernet network based on M EF specifications.

6.2 MEF 10.2

MEF 10.2 [12] defines service metrics to create MEF compliant services, with some of these be-
ing related to performance. The following one-way performance metrics have objectives defined
on aper-EVC/OVC per CoS Name basis:

* Frame Delay (FD)

* Frame Delay Range (FDR)

* Mean Frame Delay (MFD)

* Inter-Frame Delay Variation (IFDV)
* FrameLossRatio (FLR)

» Auvailability (see MEF 10.2.1 [13])

The performance metrics encompass service frames flowing in one direction over a subset of or-
dered El pairs (i.e., someor al) of an EVC or OVC.

The objectives are uni-directional (specified in MEF 10.2 [12] section 6.9), however, the meas-
urement can be done using bi-directional means. Also see section 6.9.2 in MEF 10.2 [12].

6.3 MEF 10.2.1

MEF 10.2.1 [13] changes MEF 10.2 [12] in a number of important ways. MEF 10.2.1 [13]
changes the definition of “qualified” service frame, provides a new definition of Availability,
and defines performance metrics for Resiliency such as counts of High Loss Intervals (HLI) and
Consecutive High Loss Intervals (CHLI) during theinterval T.

Qualified service frames include the following requirements. Each service frame must:

e arrive at the ingress UNI within the time interval T, and within a small time interval At
that has been designated as part of Availabletimet
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* haveavalid Class of Service Identifier for the Class of Service Namein question

* have an Ingress Bandwidth Profile compliance of Green (if it is subject to an Ingress
Bandwidth Profile)

» either have no color identifier or a color identifier indicating Green if it is not subject to
an Ingress Bandwidth Profile

6.4 MEF 15

MEF 15 [15] defines a number of statistics that NEs should maintain related to the performance
of individual services, and the behavior NEs should exhibit related to maintaining and making
these statistics available.

6.5 MEF 17

MEF 17 [16] provides a high level overview of SOAM architecture and capabilities, and dis-
cusses some of the requirements for a SOAM PM implementation. Included in this specification
are the definitions of Connectivity Status for aME and MA.

According to MEF 17 [16], SOAM must provide the ability to determine Connectivity Status,
and measure one-way FLR, two-way FD, and one-way IFDV for point-to-point EVCs. One-way
FD and two-way IFDV are listed as optional measurements.

MEF 10.2 [12] and MEF 10.2.1 [13] have evolved over time to include performance metrics
based on one-way measurements whereas MEF 17 [16] also reflects considerations for two way
measures. MEF 10.2 [12] aso defines the metrics FDR and MFD.

6.6 MEF 20

MEF 20 [17] defines SOAM requirements for UNI Type Il interfaces or NEs with UNI Type ||
interfaces, and its scope includes the following OAM Domains:

»  Subscriber
* Test (only used by SOAM FM)

* UNI
6.7 MEF 23

MEF 23 [18] defines acommon CoS model for all EVC types. See MEF23.1 [19] for updates.
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6.8 MEF 23.1

MEF 23.1 [19] defines performance objectives across different performance tiers (PTs) for the 3
CoS modd from MEF 23 [18]. It changes how the term "Class of Service" (CoS) is used in
MEF specifications. To avoid ambiguity, the terms "CoS" and "CoS ID" are never used on their
own, but aways with additional context. In this document the term "CoS ID for SOAM PM
Frames® (or "SOAM PM CoS ID") is used to describe how a CoS Frame Set is identified for
SOAM PM frames.

6.9 MEF 26

MEF 26 [20] defines the requirements for the External Network Network Interface (ENNI). The
document specifies a reference point that is the interface between two Metro Ethernet Networks.
The term Operator Virtual Connection (OVC) is defined in that document.

6.10 MEF 26.0.3

MEF 26.0.3 [21] adds Service Level Specification performance metric definitions and related
regquirements to MEF 26 [20].

6.11 MEF 30

MEF 30 (SOAM FM 1A) [22] provides the basis for the SOAM terminology used in this docu-
ment. The SOAM FM |A defines the default configuration for different MEGs. The document
has the fault management aspects of SOAM.

7. PM Considerations

The following sections describe specific considerations relating to Delay Measurement, Loss
M easurement and handling of multiple Classes of Service.

7.1 Frame Delay Measurements

Measuring the one-way FD of a service frame between two measurement points requires trans-
mission and reception timestamps, where the difference between them corresponds to the one-
way FD.

Independent of whether the service frames contain timestamps and sequence numbers, a synthet-
ic frame that does carry that information can be used. This synthetic frame is an Ethernet frame
that is created specifically to carry the information necessary to accurately calculate frame delay.
If asufficiently large number of synthetic frames are included in a Measurement Interval, we can
assume that the collective experience of these synthetic frames is representative of the perfor-
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mance experience that would be measured during the same Measurement Interval for service
frames on the same path. To achieve this, the synthetic frames must be marked so they are treat-
ed by the network as belonging to the same class as the service traffic being monitored.

A one-way FD measurement is affected by the accuracy of the transmission and reception
timestamps:

* Oneway FD isdefined in MEF 10.2.1 [13] for qualified frames as the time elapsed from
reception at the ingress UNI of the first bit of the service frame until the transmission
of the last bit at the egress UNI. However, timestamps are not always taken precisely
at these moments.

» To accurately measure one-way FD requires synchronized clocks between the two meas-
urement points, which are impacted by the synchronization method and clock fre-
guency drift. In the absence of clock synchronization, one-way FD can be estimated
from the two-way FD.

7.2 Frame Loss Measurements

Measuring the one-way FLR of service frames between two measurement points requires trans-
mission and reception counters, where the one-way FLR can be determined as the ratio of the
difference of these quantities to the number of frames transmitted.

Two categories of measurement are possible:

* Measuring the loss of service frames, as specified in Y.1731 [1] and ITU-T G.8021 [4]
using the LM process.

* Measuring the loss of synthetic frames (SOAM PM PDUs using SLM/SLR), as specified
inY.1731[1] and ITU-T G.8021 Amendment 1 [5].

A one-way FLR measurement that measures loss of service frames using the LM process is af-
fected by the accuracy of the transmission and reception counters:

* To accurately measure one-way FLR requires coordinated collection of the counters.
Specificaly, the reception counter should not be collected until after the last service
frame (i.e., the last service frame transmitted prior to collecting the transmission
counter) would have been received.

» The counters do not differentiate between green and yellow frames when the traffic con-
ditioning point is not located at the ingress point to the EVC MEG. Rather, the coun-
ters reflect only compliant frames.

A limitation of the LM processis that in a multipoint EV C such counters of service frames may
not be directly comparable since there are multiple ingress and egress points as well as the poten-
tial for frame replication. Similar to delay measurements, directed and periodic synthetic frames
can be used. By counting and measuring the one-way FLR of uniform synthetic traffic, statisti-
cal methods can be used to estimate the one-way FLR of service traffic. This can be achieved by
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inserting periodic Synthetic SOAM PM PDUSs belonging to a specific CoS Frame Set into an
EVC, ensuring that they are treated as green frames by the device inserting them, and measuring
the losses of those frames. Advantages of this approach include the ability to measure loss on
multipoint connections, the ability to measure loss on a per-CoS Frame Set basis in a straight-
forward manner, and the guarantee that there will be traffic to measure. On the other hand, ama-
jor challenge of the approach is that the accuracy depends on the rate of Synthetic SOAM PM
PDUs; and so, in genera longer timeframes are needed to obtain estimates with required accura-

cy.

7.2.1 Location of PM Measurement Points (for Loss)

As discussed in sections 6.2 and 3, MEF 10.2 [12] (along with MEF 10.2.1 [13]) specifies that
the performance metrics are applicable to qualified service frames, which have a level of band-
wi dthl profile conformance determined to be green. Thisis determined at the traffic conditioning
point™.

Consider an upward facing MEP at an interface, and its placement relative to the traffic condi-
tioning point. Ingress service frame traffic from the customer should encounter the traffic condi-
tioning point before it encounters the performance measurement point. This is consistent with
MEF 12.1[14], where the MEP is between the Ethernet Subscriber Conditioning Function
(ESCF) and the Ethernet ECS Adaptation Function (EEAF) on a UNI, and between the Ethernet
Provider Conditioning Function (EPCF) and the Ethernet EC Interworking Function (EEIF) at an
ENNI. This placement also implies that synthetic frames inserted in the upstream direction must
be inserted after the traffic conditioning point.

ETH UNI-N ETH UNI-C

Subscriber MEG

SP MEG / EVC MEG

Operator MEG

WP-AZ

- EEAF/ | Subscriberé

) : EETFs i MEG
0-EC AlAX H
0-EC A2AY i H i
CENA L [ ————— " UNIMEG DRI 4
" PE ECF .
c
PE NI CE

Figure 3 - MEG Placement

! Note that in MEF 12.1 [14], the ESCF is the traffic conditioning point for the UNI, and the EPCF is the traffic
conditioning point in the ENNI. Also note that both are defined as applying to both ingress and egress traffic condi-
tioning (although egress conditioning is not always applied).
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Egress service traffic toward the customer would then encounter the traffic conditioning point
after it encounters the MEP. Thisis reasonable, especialy for cases involving multipoint EVCs
that can experience focused overloads due to customer behavior (i.e., irrespective of network
problems). Such arrangements are likely to use an Egress Bandwidth Profile at the egress UNI
that discards frames in the focused overload scenario, and such discards are not indications of
network performance problems.

Note that for certain cases, the closer the MEP can be located to the egress link (including the
gueuing buffers), the more accurate the performance measurements will be. For example, when
the UNI link speed is relatively slow and the burst size value is restrictive, the egress buffer at
the UNI could be a key contributor for delay and loss impairments.

7.3 CoS Considerations

In Ethernet services, there can be one or more CoS Frame Sets (CoS FS). Performance objec-
tives are defined per CoS FS, {S, PT, CoS ID}, where S is the subset of ordered UNI Pairs or
OVC EPs, PT is a certain Performance Tier, and CoS ID is the mechanism to identify the CoS
Name at the EI. SOAM PM measurements are taken to measure the performance of traffic be-
longing to a particular CoS FS, and hence determine whether it meets the performance objectives
for that CoS FS.

MEF 23.1 (CoS 1A) [19] recognizes that valid CoS IDs differ depending on the type of frame
that is being referred to, and defines different types of CoS IDs for Service Frames, ENNI frames
mapped to an OVC, and ENNI frames mapped to a VUNI. However, this document is con-
cerned with the types of CoS IDs that can be used by SOAM PM frames as they emulate those
frame types. This is called the CoS ID for SOAM PM, or “SOAM PM CoS ID”.

The SOAM PM CoS ID can be defined by the following at MEPs:
« VLANID

* Combination of the VLAN ID and the PCP value (whether the PCP is an S-tag PCP or a
C-tag PCP is determined by the type of MEG)

Frames arriving at an El can be classified to a CoS Name based on a variety of parameters, for
examplethe VLAN ID, PCP, or (at a UNI) the DSCP or L2CP. However, within the ETH layer,
the SOAM PM CoS ID can consist only of untagged or combinations of the VLAN ID and PCP
valuesin one or more VLAN or priority tags.

In order to separately measure the performance of different streams of incoming frames at the El,
those streams can be mapped to different CoS Names (and hence different CoS FSs) within the
ETH layer, where each CoS FS uses a SOAM PM CoS ID (as described above) that distin-
guishes it from other CoS FSsfor agiven PT and Set S.

To measure the performance of a given CoS FS, SOAM PM PDUs are inserted by the MEPs of
the MEG using a SOAM PM CoS ID (that is, either untagged or a combination of VLAN ID and
PCP valuesin one or more tags) that indicates the same CoS FS as the traffic whose performance
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is being measured. In addition, the SOAM PM PDUs have a Color ID indicating green, i.e., not
drop-€eligible.

8. PM Solutions

In the context of this specification, a PM Solution is a collection of interdependent and related
regquirements on the components that implement that solution. A PM Solution uses PM Func-
tions which are capabilities that are specified for performance monitoring purposes (e.g. Single-
Ended Delay, Single-Ended Synthetic Loss). A PM Function is associated with an ITU-T PM
Tool which is a specific tool that is described in ITU-T Y.1731 (e.g. Single-Ended ETH-SLM).
A PM Session is an instantiation of a PM Solution between a given pair of MEPs using a given
CoS FS over agiven (possibly indefinite) period of time.

The NE is responsible for conducting performance measurements, while the EMS/NMS compo-
nents are responsible for configuring, collecting, and processing these performance measure-
ments to determine one or more performance metrics for the MEG. An implementation of a PM
solution consists of aMEG, supported by NEs in which the MEPs of that MEG are implemented,
and the management functionality supported by the EMS and NM S system(s) that typically man-
age them as shown in Figure 4 - PM Solution Components) below.
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Figure4 - PM Solution Components
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This implementation agreement covers regquirements on the components in the Network Element
Layer of Figure 4 - PM Solution Components) which shows examples of the network equipment
(switches, routers, end stations, or test equipment) that implement the MEPs that make up the
MEG. The management systems include the Element Management Systems (EMS) and/or Net-
work Management Systems (NMS) that are responsible for managing the NEs, MEPs and the
MEG that is being measured. Requirements on the interface between the EML and the NML are
documented in MEF 7.1. [11].

A conforming implementation of a PM Solution provides the SOAM PM and Management
mechanisms necessary to meet the goals identified in section 3, including measurement of the
performance metrics defined in MEF 10.2 [12] and MEF 10.2.1 [13]. The SOAM mechanisms
covered in this |A are redlized, in part, through the maintenance association architecture of IEEE
802.1Q-2011 [24] and the PM functions of ITU-T Y.1731 [1] and the (network element based)
atomic functions and processes of ITU-T G.8021 [4] as amended by amendment 1 of G.8021[5].

A PM Solution can be categorized as to the types of MEG that they can be applied to and the
performance metrics they can measure. A PM solution that can be applied to a MEG with 2
MEPs is a point-to-point solution. A PM Solution that can be applied to a MEG with 2 or more
MEPs is a multipoint solution. Note that al multipoint solutions are also point-to-point solu-
tions.

This specification specifies the following PM Solutions:

PM MEG M easur ement PM Function(s) Mandatory
Solution| Type(s) Technique or
for Loss Optional
PM-1 | point-to-point Synthetic Single-Ended Delay Mandatory
multipoint Testing Single-Ended Synthetic Loss
PM-2 | point-to-point n/a Dual-Ended Delay Optional
multipoint
PM-3 | point-to-point Counting Single-Ended Service Loss | Optiond
Service
Frames

Table 2 - PM Solutions Summary

Each PM Session uses a PM Function. Each PM Function uses a specific ITU-T PM Tool which
in turn uses specific ITU-T PDU(s), as shown below.
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PM Function ITU-T PM Tooal I TU-T PDU(S)
Single-Ended Delay ITU-T Two-way ETH-DM DMM/DMR
Dual-Ended Delay ITU-T One-way ETH-DM 1DM

Single-Ended Service Loss | ITU-T Single-Ended ETH-LM LMM/LMR

Single-Ended Synthetic Loss | ITU-T Single-Ended ETH-SLM SLM/SLR

Table 3- PM Functions Summary

An overview of the PM Functions (Single-Ended Delay, Dual-Ended Delay, Single-Ended Ser-
vice Loss Measurement, Single-Ended Synthetic Loss Measurement, and Dual-Ended Loss
Measurement) is provided in Appendix A - Performance Management Functions (Informative).

The following figures describe the metrics that can be collected with each PM tool.

Single-Ended A P N _—
Function . < - - - .
initiated at A Single-Ended ETH-xM PM tool;

uses SOAM PM PDUs: DMM/DMR, LMM/LMR, SLM/SLR

This can be used to produce measurements for the following metrics :

One-way FD (forward and backward)

One-way IFDV (forward and backward)

One-way FDR (forward and backward)

Two-way FD

Two-way IFDV

Two-way FDR

One-way FLR (forward and backward), using LMM/LMR
One-way FLR (forward and backward), using SLM/SLR

Figure5 - Metricsthat can be collected with Single-Ended L oss and Delay
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Dual-Ended A B
Function initiated at . P — S - .
A (and optionally at

Dual-Ended ETH-xM PM tool;

B) uses PDU: 1DM

This can be used to produce metrics for:
*+  One-way FD (forward)

*  One-way IFDV (forward)

*  One-way FDR (forward)

Figure6 - Metricsthat can be collected with Dual-Ended Delay

The following sections serve to briefly describe the individual PM Solutions, which are realized
through the NE requirements specified in Section 9 (Common Requirements) and Sections 10
(PM-1), 11 (PM-2), and 12 (PM-3) that follow.

8.1 PM-1: Single-Ended Point-to-Point or Multipoint Delay and Synthetic Loss

Measurements

The PM-1 Solution uses synthetic SOAM PM PDUs to measure performance. This solution uses
Single-Ended Delay measurement for Frame Delay (FD), Mean Frame Delay (MFD), Frame De-
lay Range (FDR), and Inter-Frame Delay Variation (IFDV). To measure Frame Loss (FLR),
Availability and count of High Loss Intervals (HLI, CHLI), Single-Ended Synthetic Loss meas-
urement is used.

When using DMM/DMR PDUs, DMM frames are sent from a Controller MEP to a Responder
MEP which in turn responds with DMR frames. Controller to Responder measurements and Re-
sponder to Controller measurements are also known as forward and backward measurements,
respectively. With optional time-of-day (ToD) clock synchronization one-way FD, MFD, and
FDR measurements can be taken. Two-way FD, MFD, FDR, and IFDV measurements and one-
way IFDV measurements can aways be taken and do not require ToD clock synchronization.
The FD, MFD, FDR, and IFDV delay-related performance metrics as defined in MEF 10.2 [12]
and MEF 10.2.1 [13] are made with this solution. For FD, MFD, and FDR, if ToD synchroniza-
tion is not accurate enough for PM functions, the one-way metrics of MEF 10.2 [12] and MEF
10.2.1 [13] can be estimated by dividing the two-way measurement by 2, although this introduc-
es considerable statistical bias for delay metrics other than MFD. Also note that when measuring
one-way FDR, it is necessary to normalize measurements by subtracting the minimum delay.
This allows one-way FDR to be measured even if ToD synchronization is not present.

When using SLM/SLR PDUs, SLM frames are sent from a Controller MEP to a Responder MEP
which in turn responds with SLR frames. One-way measurements of FLR and Availability are
always taken with this mechanism. FLR and Availability are defined in MEF 10.2 [12], and
MEF 10.2.1 [13]. See Appendix D - Statistical Considerations for Synthetic Loss Measurement
(Informative) for more information about frame loss count accuracy using Synthetic Loss Meas-
urement.
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The PM-1 solution using both Single-Ended Delay and Single-Ended Synthetic Loss PM Func-
tions allows al of the performance metrics defined in MEF 10.2 [12] and MEF 10.2.1 [13] to be
collected. The PM-1 solution can be applied to point-to-point and multipoint MEGs. Multiple
PM Sessions can be run ssimultaneously between the MEPs, allowing for multiple classes of ser-
vice to be tested.

DMM and SLM PDUs can be sent to the unicast address of the Responder MEP at the MEG
Level of the MEG.

Like any synthetic measurement approach, a PM Session using Single-Ended synthetic loss
needs to generate enough SOAM frames to be statisticaly valid (see Appendix D - Statistical
Considerations for Synthetic Loss Measurement (Informative)). All synthetic SOAM PM frames
need to be similar to the service frames carried by the EVC, in particular, such SOAM PM
frames must have representative frame length and be treated by the network elements between
the MEPs in the same way that service frames are treated. In addition, it is important that syn-
thetic SOAM PM frames be inserted irrespective to the load / congestion at the insertion point.
To do otherwise would bias measurements away from instances of poor network performance.

Thefollowing isalist of the performance metrics defined in MEF 10.2 [12] and MEF 10.2.1 [13]
that can be measured for each ordered El pair in the set S using the PM-1 Solution:

* One-way Frame Delay (MEF 10.2 [12] section 6.9.2)

e One-way Mean Frame Delay (MEF 10.2 [12] section 6.9.2)

* One-way Frame Delay Range (MEF 10.2 [12] section 6.9.2)

* Inter-Frame Delay Variation (MEF 10.2 [12] section 6.9.4)

* One-way Frame Loss Ratio (MEF 10.2 [12] and MEF 10.2.1 [13] section 6.9.6)

* Availability fora EVC or OVC (MEF 10.2.1 [13] section 6.9.8)

Resiliency-related metrics for EVC or OVC (MEF 10.2.1 [13] section 6.9.9).
8.2 PM-2: Dual-Ended Point-to-Point or Multipoint Delay

The PM-2 solution is an optional solution that uses 1DM PDUs to measure performance. For
one-way Frame Delay (FD), Mean Frame Delay (MFD), Frame Delay Range (FDR), and Inter-
Frame Delay Variation (IFDV) measurements, Dual-Ended Delay measurement is used.

For Dual-Ended Delay measurement, one-way measurements from a Controller MEP to a Sink
MEP (in the forward direction) are taken. Typically, Dua-Ended PM Sessions are configured so
that one runs from MEP i to MEP | and another runs from MEP j to MEP i. Only delay-related
performance metrics defined in MEF 10.2 [12] and MEF 10.2.1 [13] are made with the PM-2
solution. The PM-2 solution can be applied to either point-to-point or multipoint MEGs. 1DM
PDUs can be sent to the unicast address of the Sink MEP. For one-way FD, FDR and MFD,
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ToD synchronization is required and the considerations described for PM-1 in the previous sec-
tion also apply to PM-2.

Like any synthetic measurement approach, a PM Session using Dual-Ended Delay needs to gen-
erate enough SOAM frames to be statistically valid (see Appendix D - Statistical Considerations
for Synthetic Loss Measurement (Informative)). All synthetic SOAM PM frames need to be
similar to the service frames carried by the EVC, in particular, such SOAM PM frames must
have representative frame length and be treated by the network elements between the MEPs in
the same way that service frames are treated. In addition, it is important that synthetic SOAM
PM frames be inserted irrespective to the load / congestion at the insertion point. To do other-
wise would bias measurements away from instances of poor network performance.

Thefollowing isalist of the performance metrics defined in MEF 10.2 [12] that can be measured
for each ordered El pair in the set S using the PM-2 Solution:

* One-way Frame Delay Performance (MEF 10.2 [12] section 6.9.2)
* One-way Mean Frame Delay (MEF 10.2 [12] section 6.9.2)
* One-way Frame Delay Range (MEF 10.2 [12] section 6.9.2)

* Inter-Frame Delay Variation Performance (MEF 10.2 [12] section 6.9.4)
8.3 PM-3: Single-Ended Service Loss Measurements

The PM-3 solution is an optional solution that uses Single-Ended Service Loss tools to collect
FLR measurements for each ordered El pair in the set S.

LMM/LMR PDUs are used for FLR measurements. These collect the counts of the number of
service frames transmitted and received by the two MEPs in a point-to-point MEG. When using
LMM/LMR PDUs, LMM frames are sent from a Controller MEP to a Responder MEP, which in
turn responds with LMR frames. LMM PDUSs can be sent to the unicast address of the Respond-
er MEP at the MEG Level of the MEG.

Thefollowing isalist of the performance metrics defined in MEF 10.2 [12] and MEF 10.2.1 [13]
that can be measured using the PM-3 Sol ution:

One-way Frame Loss Ratio Performance (FLR) (MEF 10.2.1 [13] section 6.9.6)

See Appendix E — Notes on the Applicability of PM-3 Solutions (Informative) for considerations
on the use of PM-3 to measure | 0ss.
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9. Common Requirements

This section provides requirements that are applicable to all of the PM Solutions that follow in
sections 10 (PM-1), 11 (PM-2), and 12 (PM-3). The requirements below provide for the Life
Cycle (starting, stopping etc.), Storage, OAM Domains, and MEP Placement.

Many requirements apply to a “SOAM PM Implementation”, which refers to the capabilities of
an NE that are required to support SOAM Performance Monitoring.

9.1 Life Cycle

The requirements of this section apply to the life cycle of a PM Session, and to the scheduling of
performance measurements conducted as part of a PM Session. Specifically, scheduling controls
when, how long, and how often aPM Session will run.

9.1.1 General Overview of Parameters

The Performance Monitoring process is made up of a number of Performance Monitoring in-
stances, known as PM Sessions. A PM Session is initiated on a Controller MEP to take perfor-
mance measurements for a given CoS Frame Set and a given Responder/Sink MEP within the
same MEG. A PM Session can be classified as either a Loss Measurement Session (LM session)
or aDelay Measurement Session (DM session) depending on the PM Function used.

The PM Session is specified by several direct and indirect parameters. A genera description of
these parametersis listed below, with more detailed requirements provided elsewhere in the doc-
ument. Note that not every parameter appliesto every type of PM Session

The Endpoints are the Controller MEP and a Responder/Sink MEP.

The SOAM PM CoS ID for the PM Session identifies the CoS Frame Set for which per-
formance is being measured.

The PM Function is any of the functions described in Section 8 (for example loss meas-
urement, delay measurement, or synthetic frame loss measurement). A discussion of the
PM Functions is provided in Appendix A - Performance Management Functions (In-
formative).

The Message Period is the SOAM PM PDU transmission frequency (the time between
SOAM PM PDU transmissions).

The Start Time is the time that the PM Session begins.
The Stop Time is the time that the PM Session ends.

The Measurement Intervals are discrete, non-overlapping periods of time during which
the PM Session measurements are performed and results are gathered. SOAM PM PDUs
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for a PM Session are transmitted only during a Measurement Interval. Key characteris-
tics of Measurement Intervals are the alignment to the clock and the duration of the
Measurement Interval. Measurement Intervals can be aligned to either the PM Session
Start Time or to a clock, such as the local time-of-day clock. The duration of a Meas-
urement Interval isthe length of time spanned by a non-truncated M easurement Interval.

The Repetition Time is the time between the start times of the Measurement Intervals.

For more details on the interaction between these parameters, refer to Appendix B — Life Cycle
Terminology (Informative).

9.1.2 Proactive and On-Demand PM Sessions

A PM Session can be classified as either a Proactive or an On-Demand session. A Proactive ses-
sion isintended to perpetually measure the performance between the endpoints for the given CoS
Frame Set. An On-Demand session is intended to monitor the performance for some finite period
of time.

A Proactive session runs all the time once it has been created and started. Since the intent is to
provide perpetual performance measurement, Proactive sessions use a Start Time of “immediate”
and a Stop Time of “forever”. Measurements are collected into multiple fixed length Measure-
ment Intervals covering different periods of time. Measurement Intervals for Proactive sessions
are generally aligned to a clock, rather than the Session Start Time. Datais collected and a histo-
ry of data is stored for a number of Measurement Intervals. Monitoring continues until the PM
Session is deleted.

On-Demand sessions are run when needed, and a report is provided at the end. Since On-
Demand sessions are intended to cover some finite period of time, absolute or relative Start and
Stop Times may be used if those values are known. Alternatively, a Start Time of “immediate”
and/or a Stop Time of “forever” may be used (with the intention of manually ending the session
when no longer needed), especially if the monitoring period is of unknown duration (e.g., “until
troubleshooting is completed”.) Measurements may be gathered into one Measurement Interval
spanning the entire session duration, or multiple Measurement Intervals covering different peri-
ods of time. When multiple Measurement Intervals are used, then historical data from past
Measurement Intervals may or may not be stored on the device. In addition, Measurement Inter-
vals may be aligned with the session Start Time or aligned with a clock.

9.1.3 Create

A PM Session has to be created before it can be started. This applies for both On-Demand and
Proactive PM Sessions. In order to create a PM Session, a PM Function must be assigned to the
PM Session. Requirements relating to specific PM Functions are found in Sections 10, 11, and
12.

[R1] A SOAM PM implementation MUST support the capability to simultaneously
monitor multiple CoS Frame Sets (CoS FS) for agiven EVC.
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[R2] If multiple CoS FSs are being monitored at the same time, each MUST be mon-
itored by a separate PM session.

[R3] A SOAM PM implementation MUST provide a way to indicate whether a PM
Session is Proactive or On-Demand.

9.1.4 Delete

The regquirements of this section apply to the deletion of a PM Session.

[R4] A SOAM PM implementation MUST support the capability to delete a PM Ses-
sion.

[R5] After the PM Session is deleted, further SOAM PM PDUs relating to the ses-
sion MUST NOT be sent.

[R6] Further measurements associated with the deleted PM Session, MUST NOT be
made.

[O1] Before the data from the delete PM Session is lost, a SOAM PM implementa
tion MAY issue a report (similar to the report that would happen when Stop
Time isreached).

[R7] All the stored measurement data relating to the deleted PM Session MUST be
deleted.

9.1.5 Start and Stop

When a PM Session is started, it can be specified to start immediately, or be scheduled to start in
the future.

[R8] For Proactive PM Sessions, the Start Time MUST be immediate.

[R9] For On-Demand PM Sessions, a SOAM PM implementation MUST support a
configurable Start Time per PM Session. The Start Time can be specified as
"immediate”, as relative time (e.g., a given number of hours, minutes, and se-
conds from the current time), or as fixed time (e.g., agiven UTC date and time).

[D1] The default configured start time SHOUL D be "immediate”.
The following requirements apply to stopping of a PM Session.

[R10] A SOAM PM implementation MUST support a configurable Stop Time per PM
Session. The Stop Time can be specified as forever or as relative time (e.g., a
given number of hours, minutes, and seconds from the start time).
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[R11] If the Stop Time is relative time, then the Stop Time MUST be equal to or
greater than the message period of the PM function(s) comprising the PM Ses-
sion.

[D2] The default configured Stop Time SHOULD be "forever".
[R12] A SOAM PM implementation MUST support stopping a PM Session.
[R13] WhenaPM Session is scheduled to be stopped, it MUST cease running.

[R14] Once aPM Session has been stopped, further measurements relating to the ses-
sion MUST NOT beiinitiated.

[R15] When a PM Session is stopped, the stored measurements relating to the PM
Session MUST NOT be deleted.

9.1.6 Measurement Intervals

For the duration of a PM Session, measurements are partitioned into fixed-length Measurement
Intervals. The length of the period of time associated with a Measurement Interval is called the
duration of the Measurement Interval. The results of the measurements are captured in a Meas-
urement Interval Data Set. The results in a Measurement Interval Data Set are stored separately
from the results of measurements performed during other Measurement Intervals. This section
contains requirements pertaining to Measurement Intervals in the Life Cycle of the PM Session.
Requirements pertaining to storage of Measurement Interval data Sets are found under Storage
(Section 9.2).

[R16] A SOAM PM implementation MUST support a configurable duration for
Measurement Intervals.

[R17] A SOAM PM implementation MUST support a Measurement Interval with du-
ration of 15 minutes.

9.1.7 Repetition time

For each PM Session, a Repetition Time can be specified if it is not desirable to perform meas-
urements continuously. If the Repetition time is none, then a new Measurement Interval is start-
ed immediately after the previous one finishes, and hence performance measurements are made
continuousdly. If a Repetition time is specified, a new Measurement Interval is not started until
after Repetition Time has passed since the previous Measurement Interval started. During the
time between the end of the previous Measurement Interval and the start of the next one, no
SOAM PM PDUs are sent relating to the PM Session, and no measurements are initiated.

[R18] A SOAM PM implementation MUST support a configurable Repetition Time
per PM Session. The Repetition Time can be specified as none or in relative
time (e.g., every given number of hours, minutes, and seconds from the start
time).
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[D3]

[R19]

[R20]

The default configured Repetition Time SHOUL D be none.

If the Repetition Time is a relative time, the time specified MUST be greater
than the duration of the Measurement Interval.

During the time between two Measurement Intervals, SOAM PM PDUs relating
to the Session MUST NOT be sent.

9.1.8 Alignment of Measurement Intervals

The following requirements pertain to the alignment of Measurement Intervals with time-of-day
clock or PM Session start time.

[D4]

[DS]

[D6]

[D7]

A SOAM PM implementation SHOULD by default align the start of a Meas-
urement Interval on a boundary of the local time-of-day clock that is divisible
by the duration of the Measurement Interval (when Repetition Time is “none”).

A SOAM PM implementation SHOULD by default align the start of a Meas-
urement Interval on a boundary of the local time-of-day clock that is divisible
by the Repetition Time (when Repetition Time is not “none”).

A SOAM PM implementation SHOULD allow for no alignment to the time-of -
day clock.

A SOAM PM implementation SHOULD support a configurable (in minutes)
boundary (offset from ToD time) for aignment of the start of a Measurement
Interval.

For example, if the Measurement Interval is 15 minutes and the Repetition Timeis none and if
ToD offset is 5 mins, the Measurement Intervals would start at 5, 20, 35, 50 minutes past each

hour.

9.1.9 Summary of Time Parameters

Possible values for the time parameters are summarized in the table below:

Attribute Possible Values PM Session Type

Start Time Immediately (default) | Proactive or On-Demand
Relative Time On-Demand
Fixed Time On-Demand

MEE 35 © The Metro Ethernet Forum 2012. Any reproduction of this document, or any portion thereof, shall Page 27
contain the following statement: " Reproduced with per mission of the Metro Ethernet Forum." No user of
this document is authorized to modify any of theinformation contained herein.



M E F Service OAM Performance Monitoring I mplementation Agreement

Stop Time Forever (default) Proactive or On-Demand
Relative Time On-Demand

Repetition Time “none” Proactive or On-Demand
Relative Time Proactive or On-Demand

Table4 - Time Parameters

9.2 Storage

The requirements of this section apply to storage of performance measurement results taken dur-
ing Measurement Intervals, counters or Measurement Bins (for some delay-related parameters).
Performance measurements are stored for each Measurement Interval. A Measurement Binis a
counter, and records the number of performance measurements falling within a specified range.
Figure 7 - Example of Measurement Intervals and Bins (below) is an example that illustrates the
relationship between M easurement Intervals and M easurement Bins:

Interval#1 Interval #2 Interval #3
(t+ 0 min) (t+ 15 min) (t+ 30 min)

FD Bin #0 FD Bin #0 FD Bin #0
FD Bin #1 FD Bin #1 FD Bin #1
FD Bin #2 FD Bin #2 FD Bin #2

FD Bin #3 FD Bin #3 FD Bin #3

MFD MFD MFD

Figure 7 - Example of Measurement I ntervals and Bins

Figure 8 shows an example of a MEP running a Single Ended Synthetic Loss PM Function using
SLM/SLR. It measuresloss, separately for each direction.
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Interval #1 Interval #2 Interval #3
(t+ 0 min) (t+ 15 min) (t+ 30min)
FLR FLR FLR
(forward) (forward) (forward)
FLR FLR FLR
(backward) (backward) (backward)

Figure 8 - Example of FLR M easurements

9.2.1 Measurement Interval Data Sets

The following requirements apply to the storage of the results of FD, FDR, MFD, IFDV, FLR,
Availability or Resiliency performance measurements conducted between a given source and
destination pair of MEPs (i.e.,, ME), for a given PM Session during a given Measurement Inter-

val.

Note that specific requirements relating to the performance parameters that must be stored in a
Measurement Interval are enumerated on a per PM Function basis in sections titled PM-1 Re-
guirements, PM-2 Requirements, and PM-3 Requirements.

[R21]

[D8]

[D9]

[R22]

[R23]

[R24]

A SOAM PM implementation MUST store measurement data for a current
Measurement Interval and at least 8 hours of historic measurement data (cap-
tured per Measurement Interval) for a given data set of a Proactive PM Session.

A SOAM PM implementation SHOULD store measurement data for a current
Measurement Interval and at least 24 hours of historic measurement data (cap-
tured per Measurement Interval) for a given data set of a Proactive PM Session.

A SOAM PM implementation SHOULD store measurement data for a current
Measurement Interval and at least 8 hours of historic measurement data (cap-
tured per Measurement Interval) for a given data set of an On-Demand PM Ses-
sion.

A SOAM PM implementation MUST record the time when the Measurement
Interval begins.

The implementation MUST record the value of the local time-of-day clock in
UTC at the end of the Measurement Interval.

A SOAM PM implementation MUST support an elapsed time counter per
Measurement Interval, which records the number of seconds that have elapsed
since the Measurement Interval began.
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[D10] A SOAM PM implementation SHOULD support synchronization of the local
time-of-day clock with UTC to within one second of accuracy.

[R25] A SOAM PM implementation MUST record the results of a completed perfor-
mance measurement as belonging to the Measurement Interval Data Set for the
Measurement Interval in which the performance measurement was initiated.

[R26] A SOAM PM PDU arriving more than 5 seconds after the end of the Measure-
ment Interva in which it wasinitiated MUST be discarded and considered | ost.

9.2.2 Measurement Bins

The following requirements apply to the use of Measurement Bins for recording the results of
delay performance measurements which can be used to determine conformance to FD, IFDV,
and FDR objectives conducted between a given source and destination NE for a given PM Ses-
sion during a M easurement Interval.

FD can be measured over a two-way direction, and/or one-way in the forward and backward di-
rections. The particular FD measurements supported in a SOAM PM implementation depend on
the PM Solutions supported and on NE capabilities (e.g., time-of-say clock synchronization be-
tween Controller and Responder.) The following requirements apply to each FD measurement
supported in a SOAM PM implementation.

[R27] A SOAM PM implementation MUST support a configurable number of FD
Measurement Bins per Measurement Interval.

[D11] For aSOAM PM implementation, the default number of FD Measurement Bins
per Measurement Interval SHOULD be 3.

[R28] For a SOAM PM implementation, the minimum number of FD Measurement
Bins per Measurement Interval supported MUST be 2.

[D12] For a SOAM PM implementation, the maximum number of FD Measurement
Bins per Measurement Interval supported SHOUL D be 10.

IFDV and FDR are measured in both the forward direction and backward direction. The follow-
ing requirements apply to each direction.

[R29] A SOAM PM implementation MUST support a configurable number of IFDV
M easurement Bins per Measurement Interval.

[D13] For a SOAM PM implementation, the default number of IFDV Measurement
Bins per Measurement Interval supported SHOULD be 2.

[R30] For aSOAM PM implementation, the minimum number of IFDV M easurement
Bins per Measurement Interval supported MUST be 2.
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[D14] For aSOAM PM implementation, the maximum number of IFDV M easurement
Bins per Measurement Interval supported SHOUL D be 10.

[R31] A SOAM PM implementation MUST support a configurable number of FDR
Measurement Bins per Measurement Interval.

[D15] For a SOAM PM implementation, the default number of FDR Measurement
Bins per Measurement Interval supported SHOULD be 2.

[R32] For a SOAM PM implementation, the minimum number of FDR Measurement
Bins per Measurement Interval supported MUST be 2.

[D16] For aSOAM PM implementation, the maximum number of FDR M easurement
Bins per Measurement Interval supported SHOUL D be 10.

Note that to support binning, each FDR measurement is normalized by subtracting the estimated
minimum of each Measurement Interval (see Appendix G: Normalizing Measurements for FDR
(Informative))

The following general Measurement Bin requirements apply. Each bin is associated with a spe-
cific range of observed delay, IFDV or FDR. Bins are defined to be contiguous, and each is con-
figured with its lower threshold. Because the bins are contiguous, it is only necessary to config-
ure the lower threshold of each bin. Furthermore, the lowest bin is assumed to always have a
threshold of 0, and the highest bin is assumed to have an upper threshold of co.

A Measurement Bin is associated with a single counter that can take on non-negative integer
values. The counter records the number of measurements whose value falls within the range rep-
resented by that bin.

[R33] A SOAM PM implementation MUST support a configurable measurement
threshold for all but the first Measurement Bin.

[R34] The measurement threshold for each Measurement Bin MUST be larger than
the measurement threshold of the preceding Measurement Bin.

[R35] Theunit for ameasurement threshold MUST be in microseconds (ls).

[R36] The measurement threshold of the first Measurement Bin MUST be fixed to
Ops.

[R37] Received SOAM PM frames with delay values that are greater than or equal to
the measurement threshold of a given bin and strictly less than the measurement
threshold of the next bin (if any), MUST be counted in that, and only that bin.

[D17] The default configured measurement threshold for a Measurement Bin
SHOULD be an increment of 5000 s larger than the measurement threshold of
the preceding Measurement Bin.
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For example, four Measurement Bins gives the following:

Bin Threshold Range

bin 0 O us 0 ps< measurement < 5,000 ps

bin1 5,000 ps 5,000 ps< measurement < 10,000 ps
bin 2 10,000 us 10,000 ps < measurement < 15,000 ps
bin 3 15,000 ps 15,000 ps < measurement < co

Table5 - Example M easurement Bin Configuration

[R38] Each Measurement Bin counter MUST be initialized to O at the start of the
Measurement Interval.

9.2.3 Volatility

The following requirement applies to the volatility of a Measurement Interval.

[D18] A SOAM PM implementation in an NE SHOUL D store the data for each com-
pleted Measurement Interval in local non-volatile memory.

The set of completed Measurement Intervals whose data is stored represents a contiguous and
moving window over time, where the data from the oldest historical Measurement Interval is
aged out at the completion of the current Measurement Interval.

9.2.4 Measurement Interval Status

The following requirements apply to a discontinuity within a Measurement Interval. Conditions
for discontinuity include, but are not limited to, the following:

Loss of connectivity

Per section 10.1.6.1 of ITU-T G.7710 [6], the local time-of-day clock is adjusted by at
least 10 seconds.

The conducting of performance measurements is started part way through a M easurement
Interval (in the case that Measurement Intervals are not aligned with the start time of the
PM Session).

The conducting of performance measurements is stopped before the current M easurement
Interval is completed.
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A local test, failure, or reconfiguration disrupts service on the EVC.
Maintenance Interval (See MEF 10.2.1 [13])

[R39] A SOAM PM implementation MUST support a Suspect Flag per Measurement
Interval.

[R40] The Suspect Flag MUST be set to false (0) at the start of the current Measure-
ment Interval.

[R41] A SOAM PM implementation MUST set the Suspect Flag to true (1) when
there is a discontinuity in the performance measurements conducted during the
Measurement Interval.

[R42] The vaue of the Suspect Flag for a Measurement Interval MUST aways be
stored along with the other results for that Measurement Interval when that
Measurement Interval's datais moved to history.

9.2.5 Measurement Behavior During Periods of Unavailability and Maintenance Intervals

Measurements of Performance do not apply during Maintenance Intervals. By definition (see
MEF 10.2.1), measurements that occur within a Maintenance Interval must not be included in
performance metric calculations. When a Measurement Interval lies completely within a
Maintenance Interval, its data must be ignored. If a Measurement Interval lies partly within and
partly outside of a Maintenance Interval, its data must be marked suspect. Whether thisis done
by the NE or by an EMS is not specified by this document.

During non-Maintenance Interval time, measurements of Performance apply during periods of
availability. This means that if Availability is measured for a given SOAM PM CoS ID on an
ME, during periods of unavailability for that SOAM PM CoS ID, measurements of metrics for
that same SOAM PM CoS ID (other than Availability) are to be excluded, so such impairments
are not double counted. Availability will be evaluated per Maintenance Entity (ME), because a
single NE does not necessarily have visibility of all MEs within the MEG.

However, a Maintenance Entity does not know whether it is in a period of unavailability or
availability for a SOAM PM CoS ID until aperiod of n At (the Availability Window) has passed,
where At is a small time interval (e.g., 1 second), and n is the number of consecutive At intervals
over which Availability transitions are assessed, as defined in Section 6.9 of MEF 10.2.1%
Therefore, a PM implementation that is measuring Availability for a SOAM PM CoS ID must
store not only the running count of measurements and measurement bins, but also must store in-
formation for each At within the Availability Window, so the information used in calculating
performance metrics can be included/ excluded as dictated by the ME’s Availability state for that
SOAM PM CoS ID.

2 n consecutive intervals of loss > C are required to transition from the Available to the Unavailable state, and n con-
secutive intervals of loss < C are required to transition from the Unavailable to the Available state. See Section
6.9.8 of MEF10.2.1 for the authoritative discussion.
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Correcting the FLR metric for Unavailability periods is of primary importance. Correcting for
delay-related metricsis secondary.

[R43] When an Unavailable state is determined to have been entered for a given
SOAM PM CoS ID on an ME, a SOAM PM implementation MUST NOT in-
clude measurements for the previous n At intervals in performance metrics for
FLR, in any PM session for the same SOAM PM CoS ID and ME.

[D19] When an Unavailable state is determined to have been entered for a given
SOAM PM CoS ID on an ME, a SOAM PM implementation SHOULD NOT
include measurements of the previous n At intervals in performance metrics oth-
er than FLR and Availability, in any PM sessions for the same SOAM PM CoS
ID and ME.

[R44] When an Available state is determined to have been entered for a given SOAM
PM CoS ID on an ME, a SOAM PM implementation MUST include measure-
ments for the previous n At intervals in performance metrics for FLR, in any PM
session for the same SOAM PM CoS ID and ME.

[D20] When an Available state is determined to have been entered for a given SOAM
PM CoS ID on an ME, a SOAM PM implementation MUST include measure-
ments of the previous n At intervals in performance metrics other than FLR and
Availability, in any PM sessions for the same SOAM PM CoS ID and ME.

A direct consequence of these requirements is that the current counts of a measurement interval
cannot be moved into history until an interval of up to n At has passed.

Other direct consequences are that:

A SOAM PM implementation that is measuring Availability and FLR for a given SOAM
PM CoS ID on an ME will need to support the ability to store FLR-related counters for
that SOAM PM CoS ID and ME for n previous At intervals.

A SOAM PM implementation that is measuring Availability and metrics other than FLR
or Availability for a SOAM PM CoS ID will need to support the ability to store meas-
urements for that SOAM PM CoS ID and ME for n previous At intervals.

Note that it is not specified how a SOAM PM implementation stores measurements; e.g., it may
store all raw measurements, store a separate set of counters for each At, or use other approaches.

Figure 9 shows an example where n sets of counters are maintained for the Availability Window,
so counts of lost frames during Availability / Unavailability state transitions can be included /
excluded as required. Again, note that this is just an example, and other implementations are
possible.
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Interval #1 Interval #2 Interval #3
17t (t+0 min) (t+215 min) (t +30min)
Xtontf SLMxmtcnt-f | SiMxmtent-f | [ SCMxmtent-f |
Revent-f SLMrev ent - f | SLMrevent -f | SLMrevent -f |

Xmtent-f
Revent-f

[SMrovent-b SiMrovent-b )| [[SMrevent-b |

| SLMxmtcnt - b l SLMxmtent-b |

H SLMxmt cnt - b |

| ¥
Availability VWindow
n extra sets of counters
(e.g., n=10)

At least 32 +1 sets of counters for current + 8 hours of
history (assuming 15 minute intervals).
24 hours of history requires 97 sets of counters

Figure 9 - Example of Measurement Countersto Adjust for Availability

Note that the information stored for each At is not reported to the EMS. The MEP PM implemen-
tation just usesit locally to perform any necessary adjustments to the counters during transitions.

9.3 OAM Domains

The following requirements provide information about OAM Domains.
[R45] A SOAM PM implementation MUST support EVC MEG.
[R46] A SOAM PM implementation MUST support Service Provider MEG.
[R47] A SOAM PM implementation MUST support Operator MEG.
[R48] A SOAM PM implementation MUST support ENNI MEG.
[02] A SOAM PM implementation MAY support Subscriber MEG.

[O3] A SOAM PM implementation MAY support UNI MEG.

9.4 MEP Placement

Section 7.2.1 describes the location of measurement points for loss measurement. The following
reguirements are provided to point out where the MEPS need to be placed in order to support ac-
curate |oss measurement.

[R49] OnaUNI, the MEP MUST be placed between the ESCF and the EEAF.
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[R50] Onan ENNI, the MEP MUST be placed between the EPCF and the EEIF.

10. PM-1 Requirements

The PM-1 solution uses Single-Ended Delay functions for Frame Delay (FD), Frame Delay
Range (FDR), Mean Frame Delay (MFD), and Inter-Frame Delay Variation (IFDV) measure-
ments and Single-Ended Synthetic Loss functions for Frame Loss Ratio (FLR) and Availability
measurements. The mechanisms support both point-to-point and multipoint connections.

[R51] A SOAM PM implementation MUST support the Single-Ended Delay Function
as described in Section 10.1.

[R52] A SOAM PM implementation MUST support the Single-Ended Synthetic Loss
Function as described in Section 10.2.

Section 10.1 lists the requirements for performing Frame Delay and Inter-Frame Delay Variation
measurements using the DMM/DMR PDUs. Section 10.2 lists the requirements for performing
Frame Loss Ratio and Availability measurements.

Both the Single-Ended Delay and the Single-Ended Synthetic Loss functions can be configured
for multiple classes of service per pair of MEPs. Each unique pair of MEPs and Class of Service
being monitored forms a unique PM Session. The tools support both point-to-point and mul-
tipoint configurations. The two tools can be run at different frequencies.

On multipoint EVCs any subset of the pairs of MEPs can be used and it is not required that
measurement be configured for every pair of MEPs. A set of results data will be collected for
each pair of MEPs in the configured subset, per class of service. The EMS/NMS will use the
data collected for each pair of MEPs in the configured subset and compute a single value for the
EVC and Class of Service as specified in MEF 10.2 [12] and MEF 10.2.1 [13].

10.1 Single-Ended Delay Function for Delay, Frame Delay Range, and Inter Delay

Variation

The following requirements apply to a SOAM PM implementation of the Single-Ended Delay
function and its client application. Each PM Session appliesto one ME (i.e., pair of MEPS).

[R53] A SOAM PM implementation MUST support the ITU-T Two-way ETH-DM
function protocol and the procedures as specified by ITU-T Y.1731 [1], ITU-T
G.8021 [4] and ITU-T G.8021 Amendment 1 [5]. Any exceptions to the re-
quirements, behavior, and default characteristics as defined in those specifica-
tions are called out in this section.

[R54] A SOAM PM implementation MUST support the receive timestamp in the for-
ward direction (RxTimeStampf), and the transmit timestamp in the backward
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direction (TxTimeStampb) in the DMR frame. The Controller MEP receives
and processes these timestamps and the Responder MEP generates and sends
them.

The following requirements specify the input parameters that are to be supported by the client
application for each PM Session.

[R55] A SOAM PM implementation MUST support a configurable unicast destination
MAC address.

[R56] A SOAM PM implementation MUST support a configurable SOAM PM CoS
ID for DMM PDU transmission. This requirement is not applicable if the
SOAM PM PDUs are untagged.

[D21] The default configured SOAM PM CoS ID SHOULD correspond to the CoS
Name which yields the best frame delay performance for this MEG.

[R57] Animplementation of a Controller MEP MUST support configuring a PM Ses-
sion per class of service with the appropriate SOAM PM CoS IDs for the MEG
used across the interface it is associated with.

[R58] The SOAM PM CoS IDs that can be configured MUST support at least the fol-
lowing configuration for SOAM PM CoS IDs:

- VLAN ID
- A combination of the PCP and VLAN ID

[R59] Animplementation of a Responder MEP MUST accept the SOAM PM CoS ID
received in aDMM PDU and copy the class of service identifier to the associat-
ed DMR response it sends.

[R60] If the MEG is tagged and the VLAN DEI is supported, then a SOAM imple-
mentation of a Controller MEP MUST use a VLAN DEI of 0 (discard indligi-
ble) for DMM PDU transmission.

[R61] A SOAM PM implementation MUST support a configurable period for DMM
PDU transmission.

[R62] The periods of {100 ms, 1 sec, 10 sec} MUST be supported for DMM PDU
transmission.

[D22] Thedefault configured period SHOULD be {1 sec}.

[R63] A SOAM PM implementation on the Controller MEP MUST support a configu-
rable frame size for DMM PDU transmission.

The frame size corresponds to a valid MEF Service Ethernet frame and is inclusive of the Ether-
net header, the DMM PDU with any required PDU padding, and the FCS. This parameter ex-
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cludes preamble and minimum Interframe Gap. A Data TLV can be used as padding within the
DMM PDU based on the Ethernet header applicable at the Controller MEP and the configured
frame size.

[R64] The range of Ethernet frame sizes from 64 through 2000 octets MUST be sup-
ported.

[D23] Therange of Ethernet frame sizes from 2001 through 9600 octets SHOUL D be
supported.

[D24] The default configured frame size SHOULD be 64 octets, which is the mini-
mum valid Ethernet frame size.

[O4] A SOAM PM implementation MAY support the configurable selection of DMR
frame pairs for IFDV measurement purposes. A parameter, n, is used to control
DMR PDU pair selection, where n is the selection offset. Given a sequence of
received periodic DMR frames, the set of DMR frame pairs can be expressed as

{ {fl, f1+n}, {f2, f2+n}, {f3, f3+n}, }

[D25] The default configured selection offset for IFDV SHOULD be 1. This parame-
ter, when multiplied by the period parameter of [R61], is equivalent to the IFDV
parameter of At as specified by MEF 10.2 [12].

[R65] A SOAM PM implementation MUST support, for FDR measurement purposes,
normalizing delays by subtracting the estimated minimum delay of the interval.

[D26] A SOAM PM implementation SHOUL D use the observed minimum of the pre-
vious Measurement Interval as the estimated minimum delay to normalize FDR
measurements at the beginning of a Measurement Interval.

[D27] During the Measurement Interval a SOAM PM implementation SHOULD set
the estimated minimum to the lower of the previous estimate and the minimum
for the current Measurement Interval.

A shift of the minimum may be significant, or it may be minor. The NE relies on the NMSEMS
to determine whether the change in the minimum is such that the FDR measurements for the
Measurement Interval should be invalidated. In the case where the minimum has increased, the
FDR measurements for the previous Measurement Interval may aso need to beinvalidated. This
isdiscussed in Appendix G: Normalizing Measurements for FDR (Informative).

The following requirements specify the output data set that is sent by the Controller MEP to the
client application per Measurement Interval.

[R66] A SOAM PM implementation of the Single-Ended Delay PM Function MUST
support the following counters per Proactive or On-Demand Measurement In-
terval per PM Session:
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Data

Description

Start Time-of-day timestamp

A 64-bit timestamp of the time-of-day at
the start of the Measurement Interval.

End Time-of-day timestamp

A 64-bit timestamp of the time-of-day at
the end of the Measurement Interval.

M easurement interval elapsed time

A 32-bit counter of the number of seconds
of the Measurement Interval as calculated
by the NE.

SOAM PM PDUs Sent

A 32-bit counter reflecting the number of
SOAM PM PDUs sent.

SOAM PM PDUs Received

A 32-bit counter reflecting the number of
SOAM PM PDUs received.

Two-way FD counter per configured FD
Measurement Bin

A 32-bit counter per Measurement Bin
that counts the number of FD measurements
that fall within the configured range.

Mean two-way FD

A 32-bit integer reflecting the average
(arithmetic mean) two-way FD measure-
ment in microseconds.

Minimum two-way FD

A 32-bit integer reflecting the minimum
two-way FD measurement in microseconds.

Maximum two-way FD

A 32-bit integer reflecting the maximum
two-way FD measurement in microseconds.

One-way IFDV counter in the forward di-
rection per configured IFDV Measurement
Bin

A 32-bit counter per Measurement Bin
that counts the number of IFDV measure-
ments (i.e., each instance of [D; — Dj| in the
forward direction that fall within a config-
ured bin.

Mean one-way IFDV in the forward direc-
tion

A 32-bit integer reflecting the average
(arithmetic mean) one-way |FDV meas-
urement in the forward direction in micro-
seconds.

Minimum one-way IFDV in the forward
direction

A 32-bit integer reflecting the minimum
one-way |IFDV measurement in the forward
direction in microseconds.

Maximum one-way IFDV in the forward
direction

A 32-bit integer reflecting the maximum
one-way IFDV measurement in the forward
direction in microseconds.

One-way IFDV counter in the backward
direction per configured IFDV Measure-
ment Bin

A 32-bit counter per Measurement Bin
that counts the number of IFDV measure-
ments in the backward direction that fall
within a configured bin.

Mean one-way IFDV in the backward direc-
tion

A 32-bit integer reflecting the average
(arithmetic mean) one-way |FDV meas-
urement in the backward direction in micro-
seconds.

Minimum one-way IFDV in the backward
direction

A 32-bit integer reflecting the minimum
one-way IFDV measurement in the back-
ward direction in microseconds.
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Maximum one-way IFDV in the backward
direction

A 32-bit integer reflecting the maximum
one-way IFDV measurement in the back-
ward direction in microseconds.

One-way FDR counter in the forward direc-
tion per configured FDR M easurement
Bin

A 32-bit counter per Measurement Bin
that counts the number of FDR measure-
ments in the forward direction that fal
within a configured bin.

Mean one-way FDR in the forward direc-
tion

A 32-bit integer reflecting the average
(arithmetic mean) one-way FDR measure-
ment in the forward direction in microsec-
onds.

Maximum one-way FDR in the forward
direction

A 32-bit integer reflecting the maximum
one-way FDR measurement in the forward
direction in microseconds.

One-way FDR counter in the backward di-
rection per configured FDR M easurement
Bin

A 32-bit counter per Measurement Bin
that counts the number of FDR measure-
ments in the backward direction that fall
within a configured bin.

Mean one-way FDR in the backward direc-
tion

A 32-bit integer reflecting the average
(arithmetic mean) one-way FDR measure-
ment in the backward direction in micro-
seconds.

Maximum one-way FDR in the backward
direction

A 32-bit integer reflecting the maximum
one-way FDR measurement in the back-
ward direction in microseconds.

Minimum one-way FD in the forward direc-
tion

A 32-bit integer reflecting the minimum
one-way FD measurement in the forward
direction in microseconds.

Minimum one-way FD in the backward di-
rection

A 32-bit integer reflecting the minimum
one-way FD measurement in the backward
direction in microseconds.

Table 6 - Mandatory Single-Ended Delay Data Set

The minimum one-way FD measurements do not provide intrinsic information about the Frame
Delay when time-of-day clock synchronization is not in effect, but are needed to detect changes
in the minimum that may invalidate FDR measurements.

[R67] If time-of-day clock synchronization is in effect for both MEPs in the ME, a
SOAM PM implementation MUST be able to support the following additional
data per Measurement Interval per PM Session:

Data
One-way FD counter in the
forward direction per config-
ured FD Measurement Bin
Mean one-way FD in the for-
ward direction

Description
A 32-bit counter per Measurement Bin that counts the
number of [one-way] FD measurements in the forward
direction that fall within the configured bin.
A 32-bit integer reflecting the average (arithmetic mean)
one-way FD measurement in the forward direction in mi-
croseconds.
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Maximum one-way FD in the A 32-bit integer reflecting the maximum one-way FD
forward direction measurement in the forward direction in microseconds.
One-way FD counter in the A 32-bit counter per Measurement Bin that counts the
backward direction per config- | number of [one-way] FD measurements in the backward
ured FD Measurement Bin direction that fall within the configured bin

Mean one-way FD inthe back- | A 32-bit integer reflecting the average (arithmetic mean)

ward direction one-way FD measurement in the backward direction in
microseconds.

Maximum one-way FD in the A 32-bit integer reflecting the maximum one-way FD

backward direction measurement in the backward direction in microseconds.

Table 7 - Mandatory Single-Ended Delay Data Set with Clock Synchronization

10.2 Single-Ended Synthetic Loss Function for Frame Loss Ratio (FLR) and
Avalilability

Single-Ended Synthetic Loss can be configured for multiple classes of service per pair of MEPs.
Each unique pair of MEPs and class of service requires aunique PM Session. Single-Ended Syn-
thetic Loss supports both point-to-point and multipoint configurations.

The following requirements apply to a SOAM PM implementation of the Single-Ended Synthetic
Loss function and its client application.

[R68] A SOAM PM implementation MUST support the ITU-T ETH-SLM protocol
and procedures as specified by ITU-T Y.1731 [1] and ITU-T G.8021 Amend-
ment 1 [5]. Any exceptions to the requirements, behavior, and default charac-
teristics as defined in those specifications are called out in this section.

[R69] A SOAM PM implementation MUST collect ITU-T ETH-SLM sequence num-
ber values applicable for ingress and egress synthetic frames where the se-
guence numbers maintain a count of transmitted and received synthetic frames
between a set of MEPs.

The requirements of this section apply to an instance of the PM-1 solution, as summarized in
section 8.1, operating in both directions of aMEP pair for agiven ME.

The following requirements specify the input parameters that are to be supported by the client
application for each PM Session.

[R70] A SOAM PM implementation MUST support a configurable unicast destination
MAC address.

[R71] A SOAM PM implementation MUST support a configurable SOAM PM CoS
ID for SLM frame transmission. This requirement is not applicable if the
SOAM PM PDUs are untagged.
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[D28]

[R72]

[R73]

[R74]

[R75]

[R76]

[R77]

[D29]
[D30]

[R78]

The default configured SOAM PM CoS ID SHOULD correspond to the CoS
Name which yields the best frame loss performance for this MEG.

An implementation of a Controller MEP MUST support configuring a PM Ses-
sion per class of service with the appropriate SOAM PM CoS IDs for the MEG
used across the interface it is associated with.

The SOAM PM CoS IDs that can be configured MUST support at least the fol-
lowing configuration for SOAM PM CoS IDs:

- VLAN ID
- A combination of the PCP and VLAN ID

An implementation of a Responder MEP MUST accept SOAM PM CoS IDs
received in SLM PDUs and copy the class of service identifier to the associated
SLR response it sends.

If the MEG is tagged and the VLAN DEI is supported, then a SOAM imple-
mentation of a Controller MEP MUST use a VLAN DEI of 0 (discard indligi-
ble) for SLM PDU transmission.

A SOAM PM implementation MUST support a configurable period for SLM
PDU transmission.

The periods of {100 ms, 1 sec, 10 sec} MUST be supported for SLM PDU
transmission.

The period of 10ms SHOUL D be supported for SLM PDU transmission.
The default configured period SHOULD be {1 sec}.

A SOAM PM implementation of the Controller MEP must support a configura-
ble frame size for SLM frame transmission.

The frame size corresponds to a valid MEF Service Ethernet frame and isinclusive of the Ether-
net header, the SLM PDU with any required PDU padding, and the FCS. This parameter ex-
cludes preamble and minimum interframe Gap. A Data TLV can be used as padding within the
SLM PDU based on the Ethernet header applicable at the Controller MEP and the configured

frame size.

[R79]

[D31]

[D32]

The range of Ethernet frame sizes from 64 through 2000 octets MUST be sup-
ported.

The range of Ethernet frame sizes from 2001 through 9600 octets SHOUL D be
supported.

The default configured frame size SHOULD be 64 octets, which is the mini-
mum valid Ethernet frame size.
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When the Single-ended Synthetic Loss Function is used, each transmitted SLM has three possi-
ble outcomes:. a corresponding SLR is received; the SLM is lost in the forwards direction; or the
SLM islost in the backwards direction. To calculate the forwards or backwards FLR, a number
of SLMs must be transmitted, and the corresponding number lost in each direction must be
measured. The FLR can then be calculated in the normal way. Note: the more SLMs used for
each FLR calculation, the more precise the resulting FLR value will be.

The following requirements apply to the calculation of Availability, which is explained in detall
in MEF10.2.1 [13]. A brief summary is that Availability is determined by first calculating the
“Availability flr” over a small interval of time At and comparing it to a frame loss threshold. If a
sufficient number of consecutive At intervals exceed the threshold, an Unavailability state is en-
tered. Note that Availability fIr is different from FLR, which is calculated over the much larger
interval T.

[R80] The number range of 1 through 10 MUST be supported for the configurable
number of consecutive availability flr measurements to be used to determine
Availability/Unavailability transitions. This parameter is equivaent to the
Availability parameter of n as specified by MEF 10.2.1 [13].

[D33] Thedefault configured number of n for Availability SHOUL D be 10.

The availability flr measurements are the basis to evaluate Availability. Within each small time
period At (e.g., one second), the loss ratio “availability flr” is calculated and compared with a
threshold C. If awindow of consecutive seconds all have loss ratio exceeding the threshold, then
an Unavailable state has been entered and all seconds within that window will be designated as
having Availability state = 0. Detailsarein MEF 10.2.1[13].

[R81] A SOAM PM implementation MUST support a configurable availability frame
loss ratio threshold to be used in evaluating the availability/unavailability status
of an availability indicator per MEF 10.2.1 [13].

[R82] Theavailability frame loss ratio threshold range of 0.00 through 1.00 MUST be
supported.

[D34] The default configured availability frame loss ratio threshold SHOULD be
0.50.

[R83] A SOAM PM implementation MUST report to the managing system whenever
atransition between available and unavailable occursin the status of an adjacent
pair of availability indicators per MEF 10.2.1 [13].

[R84] Theavailability transition report MUST include the following data:

Data Description
Source Controller MEP
Destination Responder MEP
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CosID SOAM PM CoSID

Direction Forward or Backward

Timestamp Reflects the value of the local time-of-day clock in UTC at
the time of transition.

Status Reflects whether the transition was from available to una-

vailable, or unavailable to available.

Table 8 - Availability Transition Event Data

[R85] If the NE maintains atime-stamped log, an entry MUST also be generated with
the same data as the report.

[R86] A SOAM PM implementation MUST support a configurable parameter to indi-
cate the number of HLIs that constitute a CHLI. Thisisequivaent to pin MEF

10.2.1[13].

[D35] The default value for the number of HLIs that constitute a CHLI SHOULD be

5.

[D36] The range of values for the number of HLIs that constitute a CHLI SHOULD
belto (n-1). Wherenisthe Availability parameter as specified in [R80].

The following requirements specify the output data set that are to be supported by the client ap-
plication per Measurement Interval.

[R87] A SOAM PM implementation MUST support the following additiona data per
Measurement Interval per PM Session:

Data

Description

Start Time-of-day timestamp

A 64-bit timestamp of the time-of-day at the start of
the Measurement Interval.

End Time-of-day timestamp

A 64-bit timestamp of the time-of-day at the end of
the Measurement Interval.

M easurement interval elapsed
time

A 32-bit counter of the number of seconds of the
M easurement Interval as calculated by the NE.

SOAM PM PDUs Sent

A 32-bit counter reflecting the number of SOAM PM
PDUs sent.

SOAM PM PDUs Received

A 32-bit counter reflecting the number of SOAM PM
PDUSs received.

Tx frame count in the forward
direction

A 32-bit counter reflecting the number of SLM frames
transmitted in the forward direction.

Rx frame count in the forward
direction

A 32-bit counter reflecting the number of SLM frames
received in the forward direction.

Tx frame count in the backward
direction

A 32-bit counter reflecting the number of SLR frames
transmitted in the backward direction.

Rx frame count in the backward
direction

A 32-bit counter reflecting the number of SLR frames
received in the backward direction.
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Count of Availability indicators
in the forward direction

A 32-bit counter reflecting the number of availability
indicators evaluated as available in the forward direc-
tion.

Count of Availability indicators
in the backward direction

A 32-bit counter reflecting the number of availability
indicators eval uated as available in the backward di-
rection.

Count of Unavailable indicators
in the forward direction

A 32-bit counter reflecting the number of availability
indicators eval uated as unavailable in the forward di-
rection.

Count of Unavailable indicators
in the backward direction

A 32-bit counter reflecting the number of availability
indicators evaluated as unavailable in the backward
direction.

Count of HLIs in the forward di-
rection

Count of HLIsin the forward direction during the
Measurement Interval.

Count of HLIs in the backward
direction

Count of HLIsin the backward direction during the
Measurement Interval.

Count of CHLIsin theforward
direction

Count of CHLIsin the forward direction during the
Measurement Interval.

Count of CHLIsin the backward
direction

Count of CHLIs in the backward direction during the
Measurement Interval.

Table9 - Mandatory Single-Ended Synthetic L oss Data Set

[D37] A SOAM PM implementation SHOULD support the following additional

availability related data per Measurement Interval per PM Session:

Data

Description

Minimum one-way flr in the
forward direction

The minimum one-way flr measurement during this
Measurement Interval.

Maximum one-way flr in the
forward direction

The maximum one-way flr measurement during this
M easurement Interval.

Average one-way flIr in the for-
ward direction

The average (arithmetic mean) one-way flr measurement
during this Measurement Interval.

Minimum one-way flr in the
backward direction

The minimum one-way flr measurement during this
Measurement Interval.

Maximum one-way flr in the
backward direction

The maximum one-way flr measurement during this
M easurement Interval.

Average one-way flr in the
backward direction

The average (arithmetic mean) one-way flr measurement
during this Measurement Interval.

Table 10 - Optional Single-Ended Synthetic L oss Data Set
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11. PM-2 Requirements

The PM-2 solution uses Dual-Ended Delay functions for Frame Delay (FD) and Inter-Frame De-
lay Variation (IFDV) measurements. The mechanisms support both point-to-point and mul-
tipoint connections.

Section 11.1 lists the requirements for performing Frame Delay and Inter-Frame Delay Variation
measurements using the Dual-Ended Delay functions.

[O5] A SOAM PM implementation MAY support the Dual-Ended Delay Function as
described in Section 11.1.

11.1 Dual-Ended Delay Function for Frame Delay, Frame Delay Range, and Inter-

Frame Delay Variation

Dual-Ended Delay can be configured for multiple classes of service for each direction in apair of
MEPs. Each unique pair of MEPs, direction and class of service forms a unique PM Session.
Dual-Ended Delay supports both point-to-point and multipoint configurations.

On multipoint EVCs any subset of the ordered pairs of MEPs can be used and it is not required
to configure measurement for every ordered pair of MEPs, nor for both orders (directions) of any
given pair of MEPs. A set of results datawill be collected for each ordered pair of MEPsin the
configured subset, per class of service. The EMS/NM S will use the data collected for each
ordered pair of MEPs in the configured subset and compute a single value for the EVC and Class
of Service as specified in MEF 10.2 [12] and MEF 10.2.1 [13].

When using Dual-Ended Delay, asingle direction (A->B or B->A) can be measured or both
directions can be measured (A->B and B->A.) depending on configuration.

[R88] A SOAM PM implementation MUST support the ITU-T One-way ETH-DM
Function protocol and procedures as specified by ITU-T Y.1731, [1] ITU-T
G.8021 [4] and ITU-T G.8021 Amendment 1 [5]. Any exceptions to the re-
quirements, behavior, and default characteristics as defined in those specifica-
tions are called out in this section.

The following requirements specify the input parameters that are to be supported by the client
application for each PM Session.

[R89] A SOAM PM implementation MUST support a configurable unicast destination
MAC address per MEP being measured to.

[R90] A SOAM PM implementation MUST support a configurable SOAM PM CoS
ID for 1DM frame transmission. This requirement is not applicable if the
SOAM PM PDUs are untagged.

[D38] The default configured SOAM PM CoS ID SHOULD correspond to the CoS
Name which yields the lowest frame delay performance for this MEG.
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[RO1]

[R92]

[RO3]

[R94]

[R95]

[R96]

[D39]
[R97]

An implementation of a Controller MEP MUST support configuring a PM Ses-
sion per class of service with the appropriate SOAM PM CoS IDs for the MEG
used across the interface it is associated with.

The SOAM PM CoS IDs that can be configured MUST support at least the fol-
lowing configuration for SOAM PM CoS IDs:

- VLAN ID
- A combination of the PCP and VLAN ID

An implementation of a Sink MEP MUST accept SOAM PM CoS IDs in re-
celved 1DM frames.

If the MEG is tagged and the VLAN DEI is supported, then a SOAM PM im-
plementation on the Controller MEP MUST use a VLAN DEI of O (discard in-
eligible) for 1DM PDU transmission.

A SOAM PM implementation MUST support a configurable period for 1DM
PDU transmission.

The periods of {100 ms, 1 sec, 10 sec} MUST be supported for 1DM PDU
transmission.

The default configured period SHOULD be {1 sec}.

A SOAM PM implementation on the Controller MEP MUST support a configu-
rable frame size for 1DM PDU transmission.

The frame size corresponds to a valid MEF Service Ethernet frame and isinclusive of the Ether-
net header, the 1DM PDU with any required PDU padding, and the FCS. This parameter ex-
cludes preamble and minimum interframe Gap. A Data TLV can be used as padding within the
1DM PDU based on the Ethernet header applicable at the Controller MEP and the configured

frame size.

[RO8]

[D40]

[D41]

[O6]

The range of Ethernet frame sizes from 64 through 2000 octets MUST be sup-
ported.

The range of Ethernet frame sizes from 2001 through 9600 octets SHOUL D be
supported.

The default configured frame size SHOULD be 64 octets, which is the mini-
mum valid Ethernet frame size.

A SOAM PM implementation MAY support the configurable selection of re-
ceived 1DM PDU pairs for IFDV measurement purposes. A parameter, n, is
used to control 1DM PDU pair selection, where n is the selection offset. Given
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[D42]

[RO9]

[D43]

[D44]

a sequence of received periodic 1DM frames, the set of 1DM frame pairs can be
expressed as{ {fl, f1+n}, {fz, f2+n}, {f3, f3+n}, }

The default configured selection offset SHOULD be 1. This parameter, in
combination with the period parameter of [R95], is equivalent to the IFDV pa-
rameter of At as specified by MEF 10.2 [12].

A SOAM PM implementation MUST support, for FDR measurement purposes,
normalizing delays by subtracting the estimated minimum delay of the interval.

A SOAM PM implementation SHOUL D use the observed minimum of the pre-
vious Measurement Interval as the estimated minimum delay to normalize FDR
measurements at the beginning of a Measurement Interval.

During the Measurement Interval a SOAM PM implementation SHOULD set
the estimated minimum to the lower of the previous estimate and the minimum
for the current Measurement Interval.

A shift of the minimum may be significant, or it may be minor. The NE relies onthe NMSEMS
to determine whether the change in the minimum is such that the FDR measurements for the
Measurement Interval should be invalidated. In the case where the minimum has increased, the
FDR measurements for the previous Measurement Interval may also need to be invalidated. This
isdiscussed in Appendix G: Normalizing Measurements for FDR (Informative).

The following requirements specify the process output data set that are to be supported by the
client application per Measurement Interval.

[R100] A SOAM PM implementation MUST support the following counters per Meas-

urement Interval per PM Session:

Data Description

Start Time-of-day timestamp A 64-bit timestamp of the time-of-day at
the start of the Measurement Interval.

End Time-of-day timestamp A 64-bit timestamp of the time-of-day at
the end of the Measurement Interval.

Measurement interval elapsed time A 32-bit counter of the number of seconds
of the Measurement Interval as calculated
by the NE.

SOAM PM PDUs Sent A 32-bit counter reflecting the number of
SOAM PM PDUs sent.

SOAM PM PDUs Received A 32-bit counter reflecting the number of
SOAM PM PDUs received.

One-way IFDV counter per configured A 32-bit counter per Measurement Bin

IFDV Measurement Bin that counts the number of IFDV measure-

ments that fall within the configured bin.
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Mean one-way |IFDV A 32-bit integer reflecting the average
(arithmetic mean) one-way |IFDV meas-
urement in microseconds.

Minimum one-way |IFDV A 32-bit integer reflecting the minimum
one-way IFDV measurement in microsec-
onds.

Maximum one-way |FDV A 32-bit integer reflecting the maximum
one-way IFDV measurement in microsec-
onds.

One-way FDR counter per configured FDR | A 32-bit counter per Measurement Bin

Measurement Bin that counts the number of FDR measure-
ments that fall within a configured bin.

Mean one-way FDR A 32-bit integer reflecting the average

(arithmetic mean) one-way FDR measure-
ment in microseconds.

Maximum one-way FDR A 32-bit integer reflecting the maximum
one-way FDR measurement in microsec-
onds.

Minimum one-way FD A 32-bit integer reflecting the minimum

one-way FD measurement in microseconds.

Table 11 - Mandatory Dual-Ended Delay Data Set

The minimum one-way FD measurement does not provide intrinsic information about the Frame
Delay when time-of-day clock synchronization is not in effect, but is needed to detect changesin
the minimum that may invalidate FDR measurements.

[R101] If clock synchronization isin effect a SOAM PM implementation MUST sup-
port the following additional data at the Sink MEP per Measurement Interval
per PM Session:

Data Description
One-way FD counter per con- | A 32-bit counter per Measurement Bin that counts the
figured FD Measurement Bin | number of [one-way] FD measurements that fall within the
configured bin.

Mean one-way FD A 32-bit integer reflecting the average (arithmetic mean)
one-way FD measurement in microseconds.
Maximum one-way FD A 32-bit integer reflecting the maximum one-way FD

measurement in microseconds.

Table 12 - Mandatory Dual-Ended Delay Data Set with Clock Synchronization

12. PM-3 Requirements

PM-3 uses the Single-Ended Service Loss function for service traffic to measure FLR. The Sin-
gle-Ended Service Loss function can be configured for multiple classes of service per pair of
MEPs. Each unique pair of MEPs and class of service forms a unique PM Session. The tools
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support point-to-point configurations only. The requirements for the Single-Ended Service Loss
function are described below.

[O7] A SOAM PM implementation MAY support the Single-Ended Service Loss
Function as described in Section 12.1.

Note that Availability cannot be measured with PM-3 because it is not possible to distinguish
between times when the customer is not sending traffic versus when the ME is broken by looking
at service frame counts.

12.1 Single-Ended Service Loss Function

The following requirements apply to a SOAM PM implementation of the Single-Ended Service
Loss function and its client application.

[R102] A SOAM PM implementation MUST support the ITU-T Single-Ended ETH-
LM protocol and procedures as specified by ITU-T Y.1731 [1], ITU-T G.8021
[4] and ITU-T G.8021 Amendment 1 [5]. Any exceptions to the requirements,
behavior, and default characteristics as defined in those specifications are called
out in this section.

The following requirements specify the input parameters that are to be supported by the client
application for each PM Session.

[R103] A SOAM PM implementation MUST convey the frame counts of only those
service frames that have a level of bandwidth profile conformance determined
to be green.

[R104] A SOAM PM implementation MUST support a configurable unicast destination
MAC address.

[R105] A SOAM PM implementation MUST support a configurable SOAM PM CoS
ID for LMM PDU transmission. This requirement is not applicable if the
SOAM PM PDUs are untagged.

[D45] The default configured SOAM PM CoS ID SHOULD correspond to the CoS
Name which yields the lowest frame loss performance for this MEG.

[R106] An implementation of a Controller MEP MUST support configuring a PM Ses-
sion per class of service with the appropriate SOAM PM CoS IDs for the MEG
used across the interface it is associated with.

[R107] The SOAM PM CoS IDs that can be configured MUST support at least the fol-
lowing configuration for SOAM PM CoS IDs:

- VLANID
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- A combination of the PCP and VLAN ID

[R108] An implementation of a Responder MEP MUST accept the SOAM PM CoS ID
received in a LMM PDU and copy the class of service identifier to the associat-
ed LMR response it sends.

[R109] If the MEG istagged and the VLAN DEl is supported, then a SOAM PM im-
plementation on the Controller MEP MUST use a VLAN DEI of 0 (discard in-
eligible) for LMM PDU transmission.

[R110] A SOAM PM implementation MUST support a configurable period for LMM
PDU transmission.

[R111] For the LMM PDU transmission, periods of {100 ms, 1 sec, 10 sec} MUST be
supported.

[D46] The default configured period SHOULD be{1 sec}.

The following requirements specify the output data set that are to be supported by the client ap-
plication per Measurement Interval.

[R112] A SOAM PM implementation MUST support the following additional data per
M easurement Interval per PM Session:

Data Description
Start Time-of -day timestamp A 64-bit timestamp of the time-of-day at the start of the
Measurement Interval.
End Time-of-day timestamp A 64-bit timestamp of the time-of-day at the end of the
M easurement Interval.
Measurement interval elapsed | A 32-bit counter of the number of seconds of the M eas-
time urement Interval as calculated by the NE.
SOAM PM PDUs Sent A 32-bit counter reflecting the number of SOAM PM
PDUs sent (i.e,, LMM frames transmitted).
SOAM PM PDUs Received A 32-bit counter reflecting the number of SOAM PM
PDUs received (i.e., LMR frames received).
Tx frame count in the forward | A 64-bit counter reflecting the number of frames transmit-

direction ted in the forward direction.

Rx frame count in the forward | A 64-bit counter reflecting the number of frames received
direction in the forward direction.

Tx frame count in the backward | A 64-bit counter reflecting the number of frames transmit-
direction ted in the backward direction.

Rx frame count in the backward | A 64-bit counter reflecting the number of frames received
direction in the backward direction.

Table 13 - Mandatory Single-Ended Service L oss Data Set
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14. Appendix A - Performance Management Functions (Informative)

The following sections provide an overview of the PM functions specified by ITU-T Y.1731 [1],
ITU-T G.8021 [4] and ITU-T G.8021 Amendment 1 [5].

14.1 Dual-Ended Delay PM Function

The Dual-Ended Delay PM Function is intended to measure one-way synthetic FD, and is speci-
fied for usein a point-to-point service but is not precluded from use in a multipoint service.

One message is defined to enable a uni-directional mechanism, or dual-ended process, to ex-
change timestamps. The One-Way Delay Message (1DM) conveys the transmit timestamp at the
Controller MEP at the time of 1DM transmission.
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The Sink MEP can estimate one-way synthetic FD by comparing the transmit timestamp in the
1DM and the receive timestamp at the time of 1DM reception. Successive measurements can be
used to determine one-way synthetic IFDV. With an adjustment to account for the minimum De-
lay, one-way FDR can aso be estimated.

Frame generation and reception processes are defined for 1DM. In addition, a single 1DM
Source Control Process and a single 1DM Sink Control Process are defined. The 1DM Source
Control Process coordinates 1DM generation to a given destination at a given SOAM PM CoS
ID and periodicity. The 1DM Sink Control Process coordinates 1DM reception from a given
source. A FD measurement is generated for each successful 1DM exchange. The following fig-
ureillustrates these processes.

Controller MEP Sink MEP
1DM # 1DM
Generation Heception
[y
Client Client
Application Application
¥
start() >  1DM Source 1DM Sink st}
Clontrol Contral : ;
terminate() > Process Process edtput)
+ rerminare()

Figure 10 - Dual-Ended Delay Processes

The parameters of the signals generated and received by the 1DM Source Control Process are as
follows:

Signal Parameters
start() DA (destination unicast MAC address)
VLAN PCP (0..7, not applicable if untagged)
Period for 1DM generation (ms)
TestID
Length
ter minate()None

Table 14 - 1DM Sour ce Control Process Signals

The parameters of the signals generated and received by the 1DM Sink Control Process are as
follows:
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Signal Parameters
start() SA (source unicast MAC address)
TestID
output() One-way FD of last successful 1DM exchange
ter minate()None

Table 15 - 1DM Sink Control Process Signals

Clock synchronization is required in order for the one-way synthetic FD measurement to be ac-
curate.

Since this function is a dual-ended process, administrative access to both measurement pointsis
required.

14.2 Single-Ended Delay PM Function

The Single-Ended Delay PM Function is intended to measure two-way synthetic FD (i.e., Round
Trip Time), and is specified for use in a point-to-point service but is not precluded from usein a
multipoint service.

Two messages are defined to enable a bi-directional mechanism, or Single-Ended process, to ex-
change timestamps. The first is a Delay Measure Message (DMM) which conveys the transmit
timestamp at the Controller MEP at the time of DMM transmission. The second is a Delay
Measure Reply (DMR) which conveys the receive timestamp at the Responder MEP at the time
of DMM reception and the transmit timestamp at the Responder MEP at the time of DMR trans-
mission. The transmit timestamp in the DMM is also conveyed in the DMR.

The Controller MEP can estimate two-way synthetic FD using the DMM transmit, DMM re-
ceive, and DMR transmit timestamps returned in the DMR, and the receive timestamp at the time
of DMR reception. The difference between the DMM receive timestamp and DMR transmit
timestamp is processing overhead at the Responder MEP that is removed from the measurement.
Successive measurements can be used to determine two-way synthetic IFDV. With an adjust-
ment to account for the minimum Delay, two-way FDR can also be estimated.

The Controller MEP can also estimate one-way synthetic frame delay in each direction, by com-
paring the DMM transmit and DMM receive timestamps (for forward measurements) and the
DMR transmit timestamp and the receive timestamp at the time of DMR reception (for backward
measurements). Successive measurements can be used to determine one-way synthetic IFDV.
With an adjustment to account for the minimum Delay, the one-way FDR can also be estimated.
Clock synchronization is required in order for the one-way synthetic FD measurement to be ac-
curate.

Frame generation and reception processes are defined for DMM and DMR. In addition, asingle
DM control process is defined to coordinate DMM generation to a given destination at a given
SOAM PM CoS ID and periodicity. The following figure illustrates these processes:
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Controller MEP Responder MEP
DMM - DMM
Generation Reception
3
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Application
start() »
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Uutput() < COIITI‘O]
Process
terminate() >
3
L4
DMR b DMR
Reception Generation

Figure 11 - Single-Ended Delay Processes

The parameters of the signals generated and received by the DM Control Process are as follows:

Signal Parameters

start() DA (destination unicast MAC address)
VLAN PCP (0..7, not applicable if untagged)
Period of DMM generation (ms)

TestID

Length

output() [Two-way FD of last successful DMM/DMR exchange
One-way FD in each direction
ter minate()None

Table 16 - DM Control Process Signals

Since this function is a single-ended process, administrative access to both measurement points
may not be required.
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14.3 Single-Ended Service Loss PM Function

The Single-Ended Service Loss PM Function is intended to measure one-way service frame | 0ss,
and is specified for use in a point-to-point service only. Ethernet behaviors such as flooding and
replication of multicast service frames may limit its application in a multipoint service.

Each MEP is required to maintain a pair of transmit and receive counters per monitored SOAM
PM CoS ID. These counters reflect al service frames (i.e., unicast, multicast, and broadcast)
which transit the MEP.

Two messages are defined to enable a bi-directional mechanism, or single-ended process, to ex-
change counters. Thefirst is aLoss Measure Message (LMM) which conveys the service frame
transmit count at the Controller MEP at the time of LMM transmission. The second is a Loss
Measure Reply (LMR) which conveys the service frame transmit and receive counts at the Re-
sponder MEP at the time of LMM reception. The service frame transmit count in the LMM is
also conveyed inthe LMR.

The Controller MEP can estimate one-way service frame loss in both directions using the service
frame transmit and receive counts contained in the LMR and the service frame receive count at
the time of LMR reception. These measurements reflect service frame loss since the counters
were activated. To determine service frame loss over a given interval of time, it is necessary to
take a measurement at the beginning and end of the interval where the difference reflects service
frame loss over that period.

Note that the interval of time at the Controller MEP and the Responder MEP are not precisely
aligned due to the forwarding delay of the messages. If more precision is desired, an alternative
approach isto run an independent measurement process at both points and only use the results of
each in the forward direction.

Frame generation and reception processes are defined for LMM and LMR. In addition, asingle
LM Control Process is defined to coordinate LMM generation to a given destination at a given
SOAM PM CoS ID and periodicity. On termination of the LM control process, measures are
returned that reflect one-way service frame loss in both directions over the lifetime of the LM
control process. The following figure illustrates these processes:
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Figure 12 - Single-Ended L oss Processes

The parameters of the signals generated and received by the LM Control Process are as follows:

Signal Parameters
start() DA (destination unicast MAC address)
VLAN PCP (0..7, not applicable if untagged)
Period of LMM generation (ms)
ter minate()None
result()  [Near-end total frames transmitted (NTF)
Near-end lost frames not received (NLF)
Far-end total frames transmitted (FTF)
Far-end lost frames not received (FLF)

Table17 - LM Control Process Signals

Since this function is a single-ended process, administrative access to both measurement points
may not be required.
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14.4 Single-Ended Synthetic Loss PM Function

The Single-Ended Synthetic Loss PM Function is intended to measure one-way synthetic frame
loss, and is specified for use in a point-to-point service but is not precluded from use in a mul-
tipoint service.

Two messages are defined to enable a bi-directional mechanism, or single-ended process, to ex-
change sequence numbers. The first is a Synthetic Loss Measurement Message (SLM) which
conveys a sequence number from the Controller MEP to the Responder MEP. The second is a
Synthetic Loss Measurement Reply (SLR) which adds a sequence number from the Responder
MEP to the Controller MEP. The origina sequence number from the SLM is also conveyed in
the SLR.

The Controller MEP can estimate one-way service frame loss in each direction by calculating the
loss of the synthetic SLM and SLR frames, using the sequence numbers in a series of received
SLR frames. Gapsin one or both sequence numbers indicate frames lost in the forward or back-
ward direction. To determine synthetic frame loss over agiven interval of time, it is necessary to
send a number of SLM frames over that period, and monitor the received SLRs. The accuracy of
the measurement depends on the number of SLM frames sent, as described in Appendix D - Sta-
tistical Considerations for Synthetic Loss Measurement (Informative).

Frame generation and reception processes are defined for SLM and SLR. In addition, a single
SL Control Process is defined to coordinate SLM generation to a given destination at a given
SOAM PM CoS ID and periodicity. On termination of the SL control process, measures are re-
turned that reflect one-way synthetic frame loss in each direction over the lifetime of the SL con-
trol process. The following figureillustrates these processes:
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Figure 13 - Single-Ended Synthetic L oss Processes

The parameters of the signals generated and received by the SL Control Process are as follows:

Signal Parameters
start() DA (destination unicast MAC address)
VLAN PCP (0..7, not applicable if untagged)
Period of SLM generation (ms)
Test ID
Length
ter minate()None
result()  [Near-end total frames transmitted (NTF)
Near-end lost frames not received (NLF)
Far-end total frames transmitted (FTF)
Far-end lost frames not received (FLF)

Table 18 - SL Control Process Signals

Since this function is a single-ended process, administrative access to both measurement points
may not be required.
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14.5 Dual-Ended Service Loss PM Function

The Dual-Ended Service Loss PM Function is intended to measure one-way service frame loss,
and is specified for use in a point-to-point service only. Ethernet behaviors such as flooding and
replication of multicast service frames may limit its application in a multipoint service. The Du-
el-Ended Service Loss PM Function is not recommended for use as part of any of the PM Solu-
tions described in this document.

Each MEP is required to maintain a pair of transmit and receive counters per monitored SOAM
PM CoS ID. These counters reflect al services frames (i.e., unicast, multicast, and broadcast)
which transit the MEP.

One message is defined to enable a uni-directional mechanism, or dual-ended process, to ex-
change counters. The Continuity Check Message (CCM) conveys the service frame transmit
count at the Controller MEP at the time of CCM transmission, the service frame transmit count
in the last CCM frame received from the Responder MEP, and the service frame receive count at
the Controller MEP at the time of CCM reception.

The Responder MEP can estimate one-way service frame loss using the service frame transmit
and receive counts contained in the CCM and the service frame receive count at the time of
CCM reception. These measurements reflect service frame loss since the counters were activat-
ed. To determine service frame loss over a given interval of time, it is necessary to take a meas-
urement at the beginning and end of the interval where the difference reflects service frame loss
over that period.

Note that the interval of time at the Controller MEP and the Responder MEP are not precisely
aligned due to the forwarding delay of the messages. If more precision is desired, an alternative
approach isto run an independent measurement process at both points and only use the results of
each in the forward direction.

Frame generation and reception processes are defined for CCM. In addition, a single LM Con-
trol Process is defined to calculate the one-way service frame loss over the lifetime of the pro-
cess, and return it when the process is terminated. The following figure illustrates these process-
es.

Controller MEP Responder MEP

Client

Application

CCM CCM
config() Generation Reception
Process Process

Loss Measurement
loss()
Process

Figure 14 - Dual-Ended L oss Processes
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The parameters of the signals received by the CCM Generation Process are as follows:

Signal Parameters
config()|Continuity Check enable or disable

L oss Measurement enable or disable

MEP ID

MEG ID

VLAN PCP (0..7, not applicable if untagged)
Period of CCM generation (ms)

Table 19 - CCM Generation Process Signals

The parameters of the signals generated by the Loss M easurement Process are as follows:

Signal Parameters

loss() [Near-end total frames transmitted (NTF) for the last second
Near-end lost frames not received (NLF) for the last second
Far-end total frames transmitted (FTF) for the last second
Far-end lost frames not received (FLF) for the last second

Table 20 - L oss M easurement Process Signals

Since this function is a dual-ended process, administrative access to both measurement pointsis
required.

14.6 PM Session ldentifiers

In the architecture of a PM Function, there is typically a Control Process that interfaces with a
Client Application, and PDU Generation and Reception processes.

In supporting independent PM Sessions, one implementation approach is to extend the interfaces
of the Control Process to include an identifier for the session. In thisway, an instance of a Con-
trol Process can be associated with a specific Session identifier. The session identifier could be a
Test ID, SOAM PM CoS D, or specific VLAN PCP value.

Thus, signals into the Control Process (including received SOAM PM PDUs) would contain a
session ID parameter in order to identify the target instance of the Control Process. Similarly,
signals out of the Control Process (including transmitted SOAM PM PDUs) would contain a ses-
sion ID to identify the source instance of the Control Process.
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15. Appendix B — Life Cycle Terminology (Informative)

The following diagrams show how the life cycle terminology (see Section 9) for aPM Session is
used in this document. While a PM Session is running, the Message Period specifies the time
interval between SOAM PDUs, and therefore how often the SOAM PDUs are being sent. The
Measurement Interval is the amount of time over which the statistics are collected and stored
separately from statistics of other time intervals.

Each PM Session supports a specific PM Function (e.g., Single-ended Delay, Single-ended Syn-
thetic Loss) for a specific CoS Frame Set on a specific MEG on a specific MEG Level.

A PM Session can be Proactive or On-Demand. While there are similarities, there are important
differences and different attributes for each. Each is discussed below in turn.

15.1 Proactive PM Sessions

For a Proactive PM Session, there is atime at which the session is created, and the session may
be deleted later. Other attributes include the Message Period, Message Interval, and a Start Time
(that can be later than the time that the session is created).

The SOAM PM PDUs associated with the PM Session are transmitted every “Message Period”.
Datain the form of counters are collected during a Measurement Interval (nominally 15 minutes)
and stored in a Current data set. When time progresses past the Measurement Interval, the for-
mer Current data set is identified as a History data set. There are multiple History data sets, and
the oldest is overwritten.

The EMS/NMS will combine the counters retrieved from NEs to calculate estimates over the
SLS period T.

Measurement i Measurement i Measurement
Interval | Interval | Interval |

.
-

-—>

—_
—_—
—_
—_
—
—_—
—_
—_
—_
—
—_
—
—
—_

Time

Message Proactive PM Session: Attributes

Period ;
*Message Period
*Measurement Interval

*Start Time
PM Session deleted

Produces:
*Set of counts for each
measurement interval

Figure 15 - M easurement Interval Terminology
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15.2 On-Demand PM Sessions

For On-Demand PM Sessions, there is a Start Time and a Stop Time. Other attributes can in-
clude Message Period, Measurement Interval, and Repetition Time, depending on the type of
session that is requested. Different examples are shown in the subsequent diagrams.

Note, in all examplesit isassumed that during the interval datais being collected for areport, the
counters of the report do not wrap. Thisis affected by the frequency SOAM frames are sent, the
length of time they are sent, and the size of the report counters; the details are not addressed in
this specification. At least one report is assumed to be saved after the Measurement Interval is
complete.

In the first example, the On-Demand session is run and one set of datais collected. That is, in
this example, multiple Measurement Intervals are not used.

L

Message
Period

On-Demand PM Session:
Attribute Examples

*Start Time =X (any time)
*Stop Time =X + 6 min

*Message Period = 1 sec
PM Session Duration *Measurement Interval = duration

of the session
*Repetition Time =n/a

) Produces:
Start Time

Stop Time *Set of counts for the PM Session

Figure 16 - lllustration of non-Repetitive, On-Demand PM Session

On-Demand PM Sessions can be specified so that Repetitions are specified. This is shown be-
low. Note that areport is created at the end of each Measurement Interval (or Stop Time, if that
occurs before the end of the Measurement Interval).
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L/_l On-Demand PM Session:
Attribute Examples
Message *Start Time = X (any time)
Period *Stop Time = X+ 1 min, 6sec
| *Message Period = 1 sec

*Measurement Interval =5 sec
= *Repetition Time = 60 sec

[ : r—\l
SRR R RENE

PM Session Duration

. . Behavior:
=Each repetition starts “Repetition
Time" after the start of the

Measurement Interval Measurement Interval prewousIMealsurement Interval (60
seconds in this example)

<

Repetition Time
Produces:
*Set of counts at the end of each
Measurement Interval

Start Time Stop Time

Figure 17 - Example of Repetitive On-Demand PM Session

15.3 PM Sessions With Clock-Aligned Measurement Intervals and Repetition

Time of “None”

In al of the previous examples, Measurement Intervals were aligned with the PM Session, so
that a PM Session Start Time always occurred at the beginning of a Measurement Interval.
Measurement Intervals can instead be aligned to a clock, such as a local time-of-day clock.
When Measurement Intervals are aligned to a clock, then in genera the PM Session Start Time
will not coincide with the beginning of a Measurement Interval.

When the Repetition Time is “None”, then the PM Session Start Time will always fall inside a
Measurement Interval, so measurements will begin to be taken at the Start Time. As Figure 17
illustrates, when Measurement Intervals are aligned with a clock rather than aligned with the PM
Session, then the first Measurement Interval could be truncated. The first, truncated Measure-
ment Interval ends when the clock-aligned Measurement Interval boundary is reached. If the PM
Session is Proactive, then areport is generated as usual, except that this report will have the Sus-
pect Flag set to indicate the Measurement Interval’s truncated status. Figure 17 depicts a Proac-
tive PM Session, but the same principles apply to On-Demand PM Sessions with Repetition
Times of “None”.

Subsequent Measurement Intervals in the PM Session will be of full length, with Measurement
Interval boundaries occurring at regular fixed-length periods, aligned to the clock. The exception
may be the last Measurement Interval of the PM Session. When a PM Session is Stopped or De-
leted, then the final Measurement Interval could be truncated, and so again the Suspect Flag
would be set for thisfinal, truncated Measurement Interval.
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PM Session deleted
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Figure 18 - Example Proactive PM Session with Clock-Aligned M easurement Interval

15.4 PM Sessions With Clock-Aligned Measurement Intervals and Repetition

Times Not Equal To “None”

When Measurement Intervals are aligned with a clock and the Repetition Time is not equal to
“none”, then there are two possibilities for the PM Session Start Time. The first possibility is that
the PM Session Start Time is at atime that would fall inside a clock-aligned Measurement Inter-
val. The second possibility when Repetition Times are not equal to “none” is that the PM Session
Start Time could fall outside of a clock-aligned Measurement Interval.

If the PM Session Start Time would fall inside a clock-aligned Measurement Interval, then
measurements would begin immediately at the PM Session Start Time. In this case, the first
Measurement Interval might be truncated (unless PM Session Start Time is aso chosen to align
with local clock), and thus have its data flagged with a Suspect Flag. An example isillustrated in
Figure 18. Figure 18 depicts an On-Demand PM Session, but the same principles apply to a Pro-
active PM Session whose Repetition Time is not equal to “none”.
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3:30 3:45 4:00

L/J On-Demand PM Session:
Attribute Examples

Message e Start Time = Immediate (3:32)
Period ¢ Stop Time = 20 min from start
1

{_L\ (3:52)
¢ Message Period = 10 sec
? 1: 1 ? ? 1‘ 1‘ 1‘ > * Meas. Int. Duration =5 min
A PM Session Duration S ¢ Meas. Int. Alignment = Local Clock

U ] U g * Repetition Time = 15 min
Behavior:

< > ¢ Measurement Interval starts are
Truncated Meas. Int. Repetition Time 15 minutes apart.
¢ PM Session Start Time falls inside

Repetition Time
ﬁ P ﬁ Measurement Interval

Start Time Stop Time
3:32 3:52

<>
Measurement Interval

Figure 19 - Example On-Demand PM Session with Clock-Aligned M easurement Interval

In Figure 18, the PM Session starts at 3:32 and has a Stop Time at 3:52. Note that the PM Ses-
sion might not have been given these explicit times; the PM Session could have had a Start Time
of “immediate” and a Stop Time of “20 minutes from start”. The Measurement Interval boundary
is aligned to the local clock at quadrants of the hour. The next Measurement Interval boundary
after the PM Session Start Time is a 3:45. Since the Repetition Time is 15 minutes and the
Measurement Interval duration is 5 minutes, the PM Start Time of 3:32 falls inside a Measure-
ment Interval, therefore measurements are begun at the PM Start Time. The first Measurement
Interval ends at 3:35 due to its alignment with the local clock. Therefore, the first Measurement
Interval is a truncated Measurement Interval (3 minutes long rather than the normal 5 minutes)
and its datawill be flagged with the Suspect Flag.

The next Measurement Interval begins at 3:45, and runs for its full 5 minute duration, so meas-
urements cease at 3:50. In this example, the PM Session reaches its Stop Time before any more
Measurement Intervals can begin. Note that the PM Session Stop Time could fall inside a Meas-
urement Interval, in which case the final Measurement Interval would be truncated; or the PM
Session could fall outside a Measurement Interval, in which case the final Measurement Interval
would not be truncated. In Figure 18, the data from the second Measurement Interval would not
be flagged as suspect.

Figure 18 covered the case where the PM Session Start Time falls inside a clock-aligned Meas-
urement Interval. The second possibility when Repetition Times are not equal to “none” is that
the PM Session Start Time could fall outside of a clock-aligned Measurement Interval. In such a
case, measurements would not begin immediately at the PM Session Start Time, but rather would
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be delayed until the next Measurement Interval begins. An example is illustrated in Figure 19.
Again, while Figure 19 depicts an On-Demand PM Session, similar principles apply to a Proac-
tive PM Session whose Repetition Time is not equal to “none”.

3:30 3:45 4:00

B On-Demand PM Session:

Attribute Examples

Message ) ) )
Period  Start Time = immediate
(3:37)
(—L\ ¢ Stop Time = 20 min from
A A A A start{3:57)
PM Session Dural ;on S o * Message Period = 10 sec
L * Meas. Int. Length = 5 min
¢ Meas. Int. Alignment = Local
Clock

PN ¢ Repetition Time = 15 min
Mgasurement Interval Behavior:

* PM Session Start Time falls

Repetition Time ’ Repetition Time | outside Measurement
ﬁ ﬁ Interval

Start Time Stop Time
3:37 3:57

Figure 20 - Second Example of On-Demand PM Session with Clock-Aligned M easurement
Interval

In Figure 19, the PM Session starts at 3:37 and has a Stop Time at 3:57. Note that the PM Ses-
sion might not have been given these explicit times; the PM Session could have had a Start Time
of “immediate” and a Stop Time of “20 minutes from start”. Note also that in such a case, the
parameters given in Figure 19 might be identical to the parameters given in Figure 18, with the
only difference being that the “Start button” is pressed 5 minutes later.

The Measurement Interval boundary is aligned to the local clock at quadrants of the hour. The
next Measurement Interval boundary after the PM Session Start Timeis at 3:45. Since the Repe-
tition Time is 15 minutes and the Measurement Interval duration is 5 minutes, the PM Start Time
of 3:37 falls outside a Measurement Interval. Therefore, measurements do not begin at the PM
Session Start Time but instead are delayed until the next Measurement Interval boundary.

The first Measurement Interval for this example begins at 3:45, 8 minutes after the PM Session is
started. This first Measurement Interval runs for its full 5 minutes, so its data will not have the
Suspect Flag set. Measurements cease at 3:50 due to the 5 minute Measurement Interval dura-
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tion. In this example, the PM Session reaches its Stop Time before any more Measurement Inter-
vals can begin.

Note that, as in the previous case, the PM Session Stop Time could fall either inside or outside a
Measurement Interval, and so the final Measurement Interval might or might not be truncated. In
general, all Measurement Intervals other than the first and last Measurement Intervals should be
full-length.

16. Appendix C — Measurement Bins (Informative)

The MEF 10.2 [12] performance metrics of one-way Frame Delay Performance, one-way Frame
Delay Range, and Inter-Frame Delay Variation Performance are al defined in terms of the p-
Percentile of frame delay or inter-frame delay variation. Direct computation of percentiles
would be resource intensive, requiring significant storage and computation. This informative
appendix describes a method for determining whether performance objectives are met using bins
for frame delay and inter-frame delay variation.

16.1 Description of Measurement Bins

As described in section 9.2.2, each frame delay bin is one of n counters, B, .. B,, each of which
counts the number of frame delay measurements whose measured delay, X, falls into a range.
The range for n+1 bins (there are n bins, plus Bin 0, so n+1) is determined by n delay thresholds,
D1, Dy, .. Dpsuchthat 0< D;< D,< .. < D,. Then aframe whose delay is x fallsinto one of the
following delay bin:

BinOif X< D1
Bini if Di £ x<Dis1
Binnif Dn <X

Note: A Bin 0 (Bp) counter does not need to be implemented, because, By can be determined
from R, the total number of frame delay measurement frames received using the following for-
mula:

Similarly, each inter-frame delay variation (IFDV) bin is one of m counters, By, ... ,Bn,, each of
which counts the number of IFDV measurements whose measured delay, v fallsinto arange.
Therange for m+1 binsis determined by m IFDV thresholds, V1, V>, .. Vn, such that

0< Vi< V,< . <V, Thenaframewhose IFDV v falsinto one of the following IFDV bin:
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1. BinOif v< Vi
2. Biniif Vi £EV<Vi1
3. Binmif Vi < X

Note: A Bin 0 (By) counter; By can be determined from Ry, the total number of IFDV measure-
ment frame pairs received using the following formula:

B =Ry & B
i=1

16.2 One-way Frame Delay Performance

As defined in MEF 10.2 [12] the one-way Frame Delay Performance is met for an El pair if
Pp(X) < D where Py(X) is the p-th percentile of one way frame delay, x and D is the one way
frame delay performance objective set for that El pair. To determineif this objectiveis met, as-
sume that of the n delay bins defined for the El pair bin j is defined such that D; = D.

Then we can conclude;

P.(x)<D if andonlyif § B <(1- p)R [Equation 1]

i=j

For example, consider an objective for an El pair that the 95™ percentile of one-way delay must
be less than 2 milliseconds. If fewer than 5 out of 100 of the received frames have delay greater
than 2 milliseconds, then the 95™ percentile of delay must be less than 2 milliseconds.

16.3 One-way Inter-Frame Delay Variation Performance

Asdefined in MEF 10.2 [12] the one-way Inter Frame Delay Variation Performance is met for
an El pair if Py(v) <V where Py(v) isthe p-th percentile of oneway IFDV, vand V isthe one
way IFDV performance objective set for that El pair. To determineif this objective is met, as-
sumethat of the m IFDV bins defined for the El pair, bin | is defined such that V; = V

Then we can conclude;

P.(v) <V if andonlyif § B <(1- p)R [Equation 2]

i=j

16.4 One-way Frame Delay Range Performance

Asdefined in MEF 10.2 [12] the one-way Frame Delay Range Performance is met for an El pair
if Qin(X) = Pr(X) — Pi(X) < Q where x isthe one-way frame delay, | and h are low and high per-
centilessuchthat 0 £ 1 < h £ 1, P(X) isthe I-th percentile of one way frame delay and the lower
bound of the range, Pn(x) isthe h-th percentile of one way frame delay and the higher bound of
the range, and Q is the one way frame delay range performance objective for that EI pair. When
| = 0 then Py(x) = minimum(x) and when h = 1 then Pp(X) = maximum(Xx).
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Note that requirements for measurements of minimum and maximum one-way delay are found in
section 10.1. Also note that the minimum delay is lower bounded by c, the propagation delay of
the shortest path connecting the El pairs. The constant ¢ could be known when the EVC isde-
signed.

There are four cases to consider, depending on the values of | and h.

16.4.1 Case 1: Qo1(X)

In the case where | = 0 and h = 1 then by definition Qo1(X) = max(x) - min(x) and bins are not re-
quired to determine if the range objective is met:

Qo1(x) < Qif and only if max(x) - min(x) < Q

16.4.2 Case 2: Qon(X)

In the case where | = 0 and h < 1 then to determine if the objective is met, assume that of the n
delay bins defined for the El pair, bin j is defined such that Dj = c+Q. Then we can transform
the range attribute being met into atest that the upper bound on the range Pn(X) islessthan a
known value, D; and that the lower bound is above a known value, ¢, then the range will be less
than their separation Q. Equation 1 gives us away to determine if the upper bound islessthan a
known value:

P,(X) <D, if andonlyif § B <(1- h)R [Equation 1]
i=j
And so we can conclude:

if § B <(1- hyRandc £ min(x) then Q,,(x) <Q [Equation 2]
i=]
In other words, the measured range Qo1(X) islessthan the objective Q, and so the range objec-
tiveis met.

16.4.3 Case 3: Q(X)

In the case where | > 0 and h = 1 then an approach isto use bins to determine P;(x) as follows.
Assume that of the n bins, bin g is defined such that Dy = L. Then we can conclude:

-1
P(x)>L if andonlyif 3 B <IR [Equation 3]
i=0

-1
By judiciously choosing L, then if max(x) < Q+L and 3 B, <IR then we can conclude:
i=0

Qu(x) =max(x)- R(x)<Q+L- R(x)<Q+L-L=Q  [Equation4]
In other words, the range objective is met.

A reasonable choicefor L is L=c.
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16.4.4 Case 4: Qn(X)

In the most general case where| > 0 and h < 1 then an approach is to combine the techniques in
case 2 and case 3 to use bins to determine bounds on P;(x) and Py(x) as follows. Assume that of
the n bins, bins g and j are defined such that Dy = L and D; = L+Q. Then by Equation 5:

P,(x) <D, if andonlyif § B <(1- h)R [Equation 5]
i=
And by equation 6:
-1
R(x)>L if andonlyif 3 B <IR [Equation 6]

i=0
-1 n

Using the bins, if 3 B <IR and § B <(1- h)R then we can conclude that:
i=0 i=j

Qn(¥) =R, (X)- R(X)<Q+L-R(x)<Q+L-L=Q [Equation 7]
In other words, the range objective is met.

Aswith case 3, areasonable choicefor L isL=c.

17. Appendix D - Statistical Considerations for Synthetic Loss Meas-
urement (Informative)

This appendix provides considerations on how to configure the Measurement Interval and Meas-
urement Period of the Synthetic Loss Measurement capability.

17.1 Synthetic Traffic and Statistical Methods

One of the first questions of statistical analysis is, “what is the required confidence interval?”
Thisis a central question when one is comparing a null hypothesis against an aternate hypothe-
sis, but for this problem, it is not immediately clear what the null hypothesisis.

The assumption is that if we are promising a loss rate of apha% to a customer, we have to build
the network to a dlightly smaller loss rate. (Otherwise, any measurement, no matter how large
and accurate the sample size, would yield violations half of thetime.) As an example, suppose a
carrier promises a network with better than 1% loss, and builds a network to .7% loss. The carri-
er can then choose a one-tailed confidence interval (say 95%), and then it becomes straightfor-
ward to calculate the number of samples that are needed to get the variability of measurements to
be as small as needed. Thisisshown below.
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Figure 21 - Hypothesis Test for Synthetic Frame L oss M easur ements

Before we specify confidence intervals, or decide how much “better” the network should be built
than promised, we can study how the sampling rate and sampling interval relate to the variability
of measurements. A useful measure is the Coefficient of Variation (CoV), i.e. the ratio of a
probability density’s standard deviation to its mean. In the hypothetical diagram above, the val-
ue would be roughly 0.2. It should be clear that the smaller the CoV, the more accurate the

measurements will be.

Density curve that results

in an alpha % chance of Example curve where

Example curve where exceeding the loss probability exceeds the
probability does not threshold objective
exceed the objective _ \ _ /

\ Loss

Network is built Max Loss (alpha %)
to this loss that is promised to
probability customer = area

under the tail

Figure 22 - Density Curve and Probability of Exceeding the Objective

Before getting into the simple equations that are relevant to the analysis, consider what the
graphs look like for the synthetic frame approach, with specific examples of different synthetic
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frame Message Periods, Measurement Intervals, and probabilities of loss (i.e., the true Frame
Loss Ratio of the network). These graphs are not hypothetical; they use exact values from the
binomial probability density function. The assumption here is that the network is performing at
exactly the FLR listed in the title of each graph, and the Y axis shows the probability that a spe-
cific percentage of synthetic frames would be lost in practice, i.e., that the measured FLR has the
value shown on the X axis. Note that for some combinations of variables, the distribution is
quite asymmetric with along tail to the right, but for many others the distribution is an extremely
close approximation to the normal. This, of course, is a well-known property of the binomial
density function.

In each example, the number of samples (i.e., the number of synthetic frames) is shown - thisisa
function of the Message Period and the interval over which the FLR is calculated. For instance,
sending one synthetic frame per second for 1 hour yields 3600 samples.

3600 samples; Actual FLR 1%

0.08
0.07

0.06 - f"\
0.05 - . |

>
8 004 # A
o
£ 003 - ! \
0.02
0.01 - P4 K
0 M‘ w
0.00% 0.50% 1.00% 1.50% 2.00% 2.50%

Measured FLR

Figure 23 - Synthetic L oss Perfor mance Example 1

The above hasa CoV of 0.17. Note how it looks like anormal density.

3600 samples; Actual FLR 0.1%
0.25
02 - /"\.\
% 0.15 - / \\
2
2 0.1 + \
0.05 ,/
4 \\
0 - e
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Measured FLR

Figure 24 - Synthetic L oss Per for mance Example 2
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In Example 2, the loss rate is smaller, and the CoV is 0.53. Thisis asymmetric, and variability
seems too large for our use.

86400 samples; Actual FLR 0.1%

0.05 -
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Measured FLR

Figure 25 - Synthetic L oss Per for mance Example 3

Example 3 is the same as Example 2, but with alarger Measurement Interval and hence a higher
number of samples. It hasaCoV of 0.11 and appears to be precise enough for use.

86400 samples; Actual FLR 0.01%

0.16

0.14 + -

0.12 / N
0.1 # \

0.08 % \

0.06 / ¥

'
0.04 » \\
0.02 4
/ "._‘
Qe e o Y
0.000% 0.005% 0.010% 0.015% 0.020% 0.025% 0.030% 0.035%

Probability

Measured FLR

Figure 26 - Synthetic L oss Perfor mance Example 4

In Example 4, theloss rate is even smaller. It hasaCoV of 0.34, and may betoo variable.

Some similarities in patterns are clear; for example as the probability of frame loss (p) gets
smaller, the effects can be mitigated by having alarger number of synthetic loss frames (n). This
is predicted by fundamental properties of the density function. The binomia approximates the
normal distribution for most of the types of numbers of concern. The exceptions are when the
CoV ispoor as shown in Examples 2 and 4.

The statistical properties are such that the following equations apply, where p=probability that a
frameislost, g=1-p isthe probability that aframeis not lost and n is the sample size:

Expected number of frameslost (i.e., mean) = y, = nNp
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Standard deviation of number of frameslost = 0, = \/npq

These can be easily converted into FLRs:

100m
Expected measured FLR (i.e., mean) = Yg g =

= 100p

100
=50 =900
n n

Note that the expected value of the measured FLR (Ur.Rr) is adways equal to the probability of
loss (p), i.e., the actua FLR of the network.

As introduced above, the coefficient of variation, of the sample statistic is the standard deviation
as afraction of the mean:

m

s . W f

f

Thisisthe key result. The smaller CoV is, the better. For a given CoV, we can state the follow-
ing:
0 Asngoesup by afactor of 10, the CoV gets smaller (improves) by afactor ofi , Or

V10
about 1/3.

0 Asp goesdown by afactor of 10, the CoV gets larger (gets worse) by afactor of V10, or
about 3.

Furthermore, if p goes down by a certain factor, then n needs to go up by the same factor. That
is, if we need to support aloss probability that is 1/100th of what we comfortably support today,
we have to either increase the rate of synthetic frames by 100 if we sample over the same inter-
val, increase the interval by a factor of 100, or some combination of the two such as increasing
both the rate and the interval by afactor of 10.

Below are example calculations of resolution. Values are highlighted where the resolution is less
than 0.2. Thisvalueis proposed as a reasonable bound.
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Message Period: 1 second

n p HER OFLR CoV

1 hour 3600 0.01] 1.000%| 0.1658% 0.17
3600 0.001] 0.100%| 0.0527% 0.53

3600 0.0001| 0.010%| 0.0167% 1.67

3600] 0.00001] 0.001%| 0.0053% 5.27

24 hour 86400 0.01] 1.000%| 0.0339% 0.03

86400 0.001] 0.100%| 0.0108% 0.11
86400 0.0001f 0.010%| 0.0034% 0.34
86400[ 0.00001f 0.001%| 0.0011% 1.08

1month | 2592000 0.01] 1.000%| 0.0062% 0.01
2592000 0.001] 0.100%| 0.0020% 0.02
2592000 0.0001] 0.010%| 0.0006% 0.06)
2592000] 0.00001] 0.001%| 0.0002% 0.20

Message Period: 0.1 second

n p (179 Oy CoV
1 hour 36000 0.01] 1.000%| 0.0524% 0.05,
36000 0.001] 0.100%| 0.0167% 0.17
36000 0.0001f 0.010%| 0.0053% 0.53
36000 0.00001] 0.001%| 0.0017% 1.67

24 hour 864000 0.01] 1.000%| 0.0107% 0.01
864000 0.001] 0.100%| 0.0034% 0.03
864000 0.0001] 0.010%| 0.0011% 0.11
864000| 0.00001] 0.001%| 0.0003% 0.34

1 month | 25920000 0.01f 1.000%| 0.0020% 0.00
25920000 0.001] 0.100%| 0.0006% 0.01
25920000] 0.0001] 0.010%] 0.0002% 0.02
25920000] 0.00001] 0.001%] 0.0001% 0.06

Table 21 - CoV Calculations

18. Appendix E — Notes on the Applicability of PM-3 Solutions (In-
formative)

PM-3 is an optional solution that uses the Loss Measurement function based on LMM/LMR ex-
changes to measure frame loss and availability within a point-to-point MEG, a MEG with exact-
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ly two MEPs. This appendix describes factors which should be considered when deciding which
PM solution to apply in a given situation.

18.1 Summary of Loss Measurement (Informative)

The ITU-T ETH-LM function is defined in ITU-T Y.1731 [1] and uses a simple technique for
determining loss between a pair of MEPs, which we will denote as the Ingress MEP i and the

Egress MEP ;7. The ingress MEP maintains a Transmit Counter T; that counts of all the service
frames that pass through it as they enter the network between the MEPs in the MEG. Similarly,
the Egress MEP maintains a Receive Counter, R; that counts all of the service frames that exit the
network between the MEPs in the MEG.

At the beginning of atime period we wish to measure loss for, the Ingress MEP inserts a SOAM
PM PDU? into the flow of service frames. The SOAM PM PDU contains the value of T; (1) in
the appropriate field of the SOAM PM PDU. When the SOAM PM PDU is received by the
Egress MEP, the current value of the Receive Counter, R, (1) isrecorded along with T; (1).

At the end of the time period we wish to measure loss for, the Ingress MEP inserts a second
SOAM PM PDU into the flow of service frames. The SOAM PM PDU contains the value of T,
(2). When the SOAM PM PDU is received by the Egress MEP, the current value of the Receive
Counter, R (2) isrecorded aong with T; (2).

The number of service frames transmitted by the Ingress MEP i between the transmission of the
two SOAM PM PDUsIisAT; = Ti(2) - Ti(1).

Similarly, the number of service frames received by the Egress MEP | between the receipt of the
two SOAM PM PDUsisAR = R(2) - R(1).

The ITU-T ETH-LM function then computes the frames lost between the two SOAM PM PDUs
which is defined as ALjj = AT; - AR and Frame Loss Ratio is AFLR;; = AL;jj / AT;.

18.2 PM-3 in Multipoint MEGs

PM-3 is not to be used in a MEG with more than 2 MEPs. An example will demonstrate why.
Consider a ssmple three MEP MEG with MEPs 1, 2, and 3. To measure frame loss over a short
interval, a pair of LMM OAM frames are sent from MEP 1 to MEP 2. Assume that over the in-
terval of interest, 30 services frames enter the MEG at MEP 1, 20 of the service frames are deliv-
ered to MEP 2, and the other 10 service frames are delivered to MEP 3. No service frames are
lost in this example. In this example, AT; = 30 frames, AR, = 20 frames, AL 1, = 10 frames, and
FLR1> = .33, whichiswrong, it should be 0.

A detailed analysis of why this example fails to give the right answer is beyond the scope of this
standard. The quick summary is that to compute loss requires solving series of equations with

% The SOAM PM PDU can beaLMM, LMR, or CCM PDU depending on the specific technique being used.
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2N? unknowns and there are only enough counts maintained to solve those equations when N <
2.

18.3 PM-3 Considerations in Point-to-Point MEGs

PM-3 will work in only a point-to-point MEG, one with 2 MEPs, if the network between
the two MEPs satisfies certain conditions. Those conditions are:

The network between the MEPs cannot duplicate frames.
The network between the M EPs cannot deliver frames out of order.

No frames can be counted as service frames if they enter the MEG through a MEP and
are consumed by an Ethernet MAC within the network.

There cannot be an Ethernet MAC within the network that generates and sends frames
that exit the MEG through a MEP.

18.3.1 Duplicate Frames

If a frame counted as a transmitted frame by an Ingress MEP is duplicated within the network
then the Egress MEP will receive and count each copy. When Loss is computed, the extra copies
will be incorrectly counted as negative | oss.

18.3.2 Out of Order Frames

If frames can be delivered out of order then these can affect the loss cal cul ations described above
in two ways.

If aframe was received by the Ingress MEP between the two OAM frames, it is possible that it
gets delivered before the first OAM frame or it may be delivered after the second OAM frame. In
either case, the frame will be counted as a transmitted frame by the Ingress MEP, but not counted
as areceived frame by the Egress MEP, and incorrectly counted as alost frame.

Conversely, a service frame that entered the MEG before the first OAM frame of the pair, or af-
ter the second OAM frame of the pair could be delivered to the Egress MEP between the two
OAM frames. In that case, the service frame would not count as a transmitted frame by the In-
gress MEP, but would be counted as a received frame service by the Egress MEP, and the loss
formulawould incorrectly count this service frame as negative loss.

18.3.3 Frames Consumed by an Internal MAC

If a unicast frame enters the MEG and is counted by the Ingress MEP as a transmitted service
frame and that frame is addressed to a MAC within the MEG, that frame should not exit the

MEE 35 © The Metro Ethernet Forum 2012. Any reproduction of this document, or any portion thereof, shall Page 79
contain the following statement: " Reproduced with per mission of the Metro Ethernet Forum." No user of
this document is authorized to modify any of theinformation contained herein.



M E F Service OAM Performance Monitoring I mplementation Agreement

MEG and be counted by the Egress MEP as a received frame. It will incorrectly count as a lost
frame.

Similarly, if amulticast frame enters the MEG and is counted by the Ingress MEP as a transmit-
ted service frame and that frame is received by a MAC bridge within the network but not for-
warded then it will not exit the MEG and will not be counted by the Egress MEP as a received
frame. It will incorrectly count as alost frame.

18.3.4 Frames Transmitted by an Internal MAC

If a MAC within the network that connects the MEPs in the MEG generates and transmits a
frame and that frame exits the MEG and that frame is counted as a received service frame by the
Egress MEP then that frame will be incorrectly counted as negative | oss.

19. Appendix F - Frame Loss Count Accuracy

This appendix provides an overview of the placement of the Down MEPs, VID aware, with re-
spect to the Queuing entities as outlined in IEEE 802.1Q Bridge Port and potential loss of count-
ed In-profile frames.

19.1 Review of the placement of the Down MEPs (VID Aware) to Queuing entities

SOAM-PM can be performed on In-profile frames per CoS ID (e.g., EVC) a the Subscriber,
EVC, and Operator MEGs. The MPs (Down or Up MEPs) distinguished by VIDs, as shown in
Figure 26, are above the queuing entities (detailed view can be found Figure 22-4 of IEEE
802.1Q-2011 [24]). Hence, in the egress direction, these MPs cannot distinguish between dis-
cards (on a per VID basis) in the queuing entities and discards in the MEN cloud. Discards in
the egress queue of UNI-Ns can be minimized by setting a higher drop threshold for discard inel-
igible (green or Qualified Frames) in the queue compared to discard eligible (yellow) frames.
Subscriber’s UNI-Cs will also need proper configuration (e.g., sufficient queue size) to allow for
shaping traffic to contracted Bandwidth Profiles and minimizing discards.
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Figure 27 - 802.1Q Bridge Port

20. Appendix G: Normalizing Measurements for FDR (Informative)

This document has specified a binning approach for delay-related measurements. When making

measurements of delay variation, normalization is needed.

For the IFDV metric, a pair of delay values are normalized by subtracting one from the other,
and taking the absolute value. Thus, the minimum of any IFDV measurement is 0, and as a con-
sequence bins can be set up without any consideration for the actual magnitude of the delay.

A similar normalization is needed for FDR. FDR is defined as the difference between the Y™
percentile of delay and the minimum delay, so each delay observation needs to have the estimat-
ed minimum subtracted from it, to get a normalized delay. The FDR performance objective O is
specified relative to a minimum of zero, as shown below in Figure 28.

MEF 35
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Figure 28 - Example FDR Distribution (Normalized), and Bins

The distribution of delay is generally observed to be skewed to the right; i.e., there would be
many measurements at or near the minimum delay, and fewer at higher values. Therefore, a
good estimate of the minimum can be determined in a time interval much shorter than a Meas-
urement Interval. Once an estimate of the minimum is available, observed delays can be normal-
ized by subtracting the minimum, and then the appropriate bin counters can be incremented as
the normalized delay is processed from each received SOAM frame.

One suggested practical approach as shown in Figure 28 is to record the minimum delay of each
Measurement Interval, and to use that value as the estimated minimum at the beginning of the
following Measurement Interval. As each delay measurement is received, the estimated mini-
mum can be set to the minimum of the current measured delay and the previous estimate. Then
each received delay measurement is normalized by subtracting the estimated minimum. With
this approach, there would never be a negative value for anormalized FDR measurement.

Very small shiftsin the minimum could be observed that would not be significant. Define € as
the threshold below which a shift is not considered significant (e.g., 10% of the objective). Then
the NMS/EM S would not take actions if the shift of the minimum was less than €. If, on the oth-
er hand, the minimum at the end of a Measurement Interval has decreased / increased by a value
more than €, the NMS/EMS is expected to consider as invalid the FDR measurements in the as-
sociated Measurement Interval(s).

If there are network changes during the Measurement Interval, then FDR measurements during
that Ml may be invalid, and the measurements can be ignored by the NMSEMS. Thisis dis
cussed next. However, other MIs would still be valid and contribute to the estimate of FDR dur-
ing theinterval T.

Note that this approach is presented as an example, and that alternate implementations may im-
prove onit.

20.1 Topology Shifts

For a fixed topology, the minimum delay is essentially fixed. However, network changes (e.g.,
in response to a network failure) can result in a shift in the minimum delay that can be signifi-
cant. The minimum delay can of course shift to alower or to ahigher value.
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20.1.1 Minimum Delay Becomes Significantly Smaller

When the delay becomes significantly smaller, asis shown in M1 2 below in Figure 29, it will be
obvious at the end of MI 2 that the minimum delay is significantly lower than the minimum de-
lay at the end of MI 1. It would be straightforward for an NMSEMS to simply consider the
FDR measurements of that interval as being invalid, and to ignore them.

Minimum of Ml 1

. . Minimum qf MI 2 .
\' i Shift df minimum possibld delay, during M 2, can be
? i e\:valuated by NI\/IS/EI\?S as being significant
1 1 1
i ¢ 4 4
1 1 1 1
1 1 1 1
1 1 1 1
! ! ! A >
| | | : time
1 1 1 1

M 1 MI 2 MI 3 Mi 4

Figure 29 - Reduction in Minimum Delay, dueto Network Topology Change

20.1.2 Minimum Delay Becomes Significantly Larger

When the delay becomes significantly larger, asis shown in M1 6 below in Figure 30, it will not
be obvious until the end of MI 7 that the minimum delay is significantly higher than the mini-
mum delay observed at the end of M1 5. It would be straightforward for the EMS/NM S to detect
that and mark the measurements of MI 6 and M1 7 as being invalid.

Shift of minimum possible delay is
detected; MI 6 and MI 7 results can be
Assumed minimum disallowed by NMS/EMS

for calculations
A \I /
1
1
1
1

e

>

time

Y R — ., T—

MI 5 MI 6 Ml 7 MI 8

Figure 30 - Increase in Minimum Delay, due to Network Topology Change
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